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Or a person goes for a walk and
stumbles across buried treasure.

Ibn Sı̄nā, Burhān 127.20

This is an incomplete draft; some chapters are missing, and everything
needs further editing and checking. But it’s virtually complete on the as-
sertoric logic and it gives the main shapes of the two-dimensional part. My
vigorous thanks to Stephen Read for sending me some corrections; I will
be equally grateful for corrections from other sources.

A lot of the Exercises have solutions attached. It’s not intended that
there should be many (or any?) solutions given in the final text. These
solutions are mainly for safety—I remember Paul Cohn’s embarrassment
when at a publisher’s request he tried to supply solutions to exercises for
the second edition of his Algebra text.

A previous draft had a lot more discussion of Ibn Sı̄nā’s text. It became
clear that there isn’t room for both that and the mathematical development
in the same book, so the present draft was got largely by separating out the
mathematics. The more textual material is being assembled for a book that
Brill invited me to submit. The chapter on Propositional Logic hasn’t yet
had the textual discussion taken out; but probably that material should go
into a separate paper. Two other related papers that I would be happy to
have out soon are (1) a paper on the non-circular inconsistent sets and (2) a
paper on Ibn Sı̄nā’s view of logic as a science.
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Chapter 1

Ibn Sı̄nā and his logic

1.1 Ibn Sı̄nā

Abū cĀlı̄ al-H
¯

usayn bin cAbdallāh bin Sı̄nā, also known in the West as Avi-
cenna, was born not later than 980 near Bukhara in the south of present-day
Uzbekhistan, around the western end of the Silk Road. He died in 1037, af-
ter a career spent mostly in the western parts of Persia, within the bounds
of modern Iran.

Over the centuries he has had a colossal influence, both as a metaphysi-
cian and as a medical writer. (The notion of ‘abstraction’ in philosophy
owes as much to him as to anybody.) But our concern in this book is with
his work in formal logic. Not all of his writings in logic have survived, but
what we do have runs to many hundreds of pages, mainly in Arabic and
some in Persian.

These writings place Ibn Sı̄nā as a Peripatetic logician, i.e. a logician
who treats Aristotle’s syllogisms as the starting-point of logic. But they
also show him to be an innovative and rebellious Peripatetic, comparable
in many ways with Leibniz and Frege, though he lacked the mathematical
knowhow of these two later logicians. As far as we know, none of his for-
mal logic was translated into any western language before modern times.
The first scholarly edition of his major surviving treatise in formal logic,
Qiyās (‘Syllogism’, [55]), was published in Cairo in 1964. So his influence
on western logic, if he had any at all, was indirect. (In 1508 a work of his
was published in Venice in Latin translation as Logyca [51], but it contains
no formal logic; mainly it is an introduction to fundamental concepts of
philosophy.)

In the Muslim world Ibn Sı̄nā’s logic carried greater weight. True, for
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10 CHAPTER 1. IBN SĪNĀ AND HIS LOGIC

over a hundred years after his death, other logical writers quoted him but
with little insight, and no significant progress was made in developing his
ideas. But in the second half of the 12th century another major figure in
Islamic logic, Fak

¯
r al-Dı̄n al-Rāzı̄, diagnosed the main obstacle between Ibn

Sı̄nā and his readers, and coined a name for it: k
¯

abt. , ‘stumbling around’
(Lubāb [84] 185.10, Mulak

¯
k
¯

as [82] 150.2—Rāzı̄ makes his complaint about
‘the logicians’, but certainly he has Ibn Sı̄nā in his sights). On Rāzı̄’s analy-
sis, Ibn Sı̄nā had confused himself and his readers by failing to distinguish
between temporal modalities like ‘permanent’ and alethic modalities like
‘unavoidable’. So Rāzı̄ proposed to consider sentences that contain both
kinds of modality independently, thus inventing what people now describe
as ‘products of modal logics’. Rāzı̄’s innovation was hugely successful,
because it allowed people to incorporate many of Ibn Sı̄nā’s ideas into a
framework that they could understand. It led to a flowering of ‘Avicen-
nan’ logic, whose influence has lasted down to the logical textbooks used
in modern Iranian madrasas. But this logic was not Ibn Sı̄nā’s logic.

Ibn Sı̄nā was a systematic thinker, and his formal logic deserves to be
treated in the round. The last millennium has somehow denied him this
honour. But now that his main texts are widely available (at least in Ara-
bic), he will surely not have too long to wait. In fact the project of describing
and assessing his formal logic as a whole in the light of modern knowledge
is already under way, though it has so far been in the hands of a few in-
dividuals working separately. One should mention the essays of Nicholas
Rescher and his colleague Arnold van der Nat [88], [89] in the 1960s. More
recently Zia Movahed [78], [79] and Saloua Chatti [19] have worked on
particular texts that define logical notions. There is also a book [75] on Ibn
Sı̄nā’s propositional logic by Miklos Maróth. Progress is slow but it is real.

The present book aims to state the main themes of Ibn Sı̄nā’s formal
logic in terms that a modern logician can follow, and to work out the logical
properties of some of the systems that he introduced.

But how can we know that we have correctly identified the logical no-
tions and questions that Ibn Sı̄nā is discussing, given that he uses a
completely different notation from us, some of his aims are clearly dif-
ferent from ours, and in some cases even the Arabic text is insecure?

Well, we can’t always. There are many opportunities for disagreement
about the correct translation of a single isolated passage. But in practice
the problem is much less severe than it might have been, for three main
reasons.
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(1) There are very few topics that Ibn Sı̄nā discusses in just one place.
Usually he comes at an issue in several passages in different books, from
slightly different angles. This is a tremendous help for clearing up ambigui-
ties. Search engines have a role to play here, though there is no replacement
for careful reading of each text in its own context.

(2) Ibn Sı̄nā is unusually forthcoming about his own intentions and
aims. So we know what form he thought logic should take as a theoret-
ical science, and we know quite a bit about how he wanted various parts
of his logic to be considered. We also have Ibn Sı̄nā’s own warnings about
ways in which some of his writings might mislead the reader, because of
what he included or failed to include.

(3) The formal systems that we describe in this book do hang together
remarkably well. Not only that, but features that we uncover by our math-
ematical analyses make sense of moves that Ibn Sı̄nā himself performs; if
we didn’t know the logical facts, we would be hard put to explain what he
is doing. There are a few places where our formalisations make him say
things that are certainly false. Some of these illustrate his own warnings
in (2) above; in the remaining cases it seems that we can pin down some
points of logic which he frankly misunderstood, and usually we can see
how he came to misunderstand them.

It should be clear that all of these three reasons call for a substantial
amount of research on Ibn Sı̄nā’s texts and their context in eleventh cen-
tury philosophy. This research will not be mathematical. But it will need
to be informed by the mathematical facts; and surely there will be some
mathematical readers who have the resources and the interest to probe the
Arabic originals. I have tried to deal with this situation by giving fairly full
citations of texts (and with an index of citations), even though not all the
texts are available yet in western languages.

There are also references to two other books [47] and [45] now in prepa-
ration, both of which will discuss the texts. [45] is intended for non-mathe-
matical readers, and will address the historical task of reconstructing Ibn
Sı̄nā’s own understanding of his logic.

Not all recent writers on Ibn Sı̄nā’s logic have accepted the need to use
the safeguards mentioned in (1)–(3) above. For example some work on his
logic can be described as ‘interpretation’ of Ibn Sı̄nā for purposes of raising
philosophical questions of independent interest; I have generally kept out
of this area. But I have commented on some cases where views or aims
have been attributed to Ibn Sı̄nā that were demonstrably not his.
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1.2 Literary sources

This book is meant to be readable without reference to Ibn Sı̄nā’s texts. But
I owe the reader a brief statement of the texts used and where one can look
for them.

Most of our sources for Ibn Sı̄nā’s logic are the logic sections of various
encyclopedias that he wrote. Ibn Sı̄nā regarded logic as a prerequisite for
almost any theoretical study, and so he regularly included logic as the first
topic in an encyclopedia. We will use the following texts. (The dates are
based on Reisman [87] p. 304. Michot [52] has argued for an earlier dating,
but it makes little difference to the relative ordering of the works. See Gutas
[34] (second edition) for further information on Ibn Sı̄nā’s writings, and on
Muk

¯
tas.ar and Najāt see Kalbarczyk [65].)

Muk
¯

tas. ar: Al-muk
¯

tas.ar al-awsat fı̄ al-mant.iq (Middle Summary on Logic).
1014??. Unpublished; we use the text of the manuscript Nuruos-
maniye 2763 (528H), 489454 ff. 253b–303a at Istanbul. (I thank Alexan-
der Kalbarczyk for his help with this.) The text shows Ibn Sı̄nā’s logic
in detail but at a slightly less developed state than in Šifā’ below, and
this makes it particularly valuable for studying the development of
Ibn Sı̄nā’s thinking.

Šifā’: Al-šifā’ (The Cure). 1020–1027. This is a massive encyclopedia. The
logic section is a loose commentary on Aristotle’s Organon, which Ibn
Sı̄nā takes to include the Rhetoric and the Poetics, prefaced with a loose
commentary on Porphyry’s Eisagoge. The heart of the formal logic
is in the volume Qiyās (‘Syllogism’), which runs to over 550 pages
[55]. There is an English translation of most of the material on propo-
sitional logic in Qiyās by Nabil Shehaby [93]. Also some passages
of Qiyās on modal logic are translated in Tony Street [97], and more
translations from Qiyās will appear in [47]. At several places in Šifā’
Ibn Sı̄nā refers to material that he will put into the Lawāh. iq (‘Appen-
dices’); some of this material involves interesting mathematical ques-
tions. But the Lawāh. iq haven’t survived, if indeed he ever got around
to writing them.

Najāt: Al-najāt (The Deliverance). 1027. The logic section is a revised
version of the Al-muk

¯
tas.ar al-as. ḡar fı̄ l-mant.iq (Shorter Summary on

Logic) from about 1014, a lost work close to but distinct from Muk
¯

tas.ar
above. It is a well-integrated and self-contained account, but it is his-
torically a little problematic because it was published some ten years
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after it was first written; there was clearly some rewriting before pub-
lication but we are not sure how much. The logic section has been
translated into English by Asad Q. Ahmed [2].

Mašriqiyyūn: Al-mašriqiyyūn (The Easterners). Late 1020s. In a prologue
added later to Šifā’, Ibn Sı̄nā explained the relationship between Šifā’
and Mašriqiyyūn as follows:

(1.2.1)

I also wrote a book [Mašriqiyyūn], in which I presented phi-
losophy as it is naturally [perceived] and as required by
an unbiased view which neither takes into account in [this
book] the views of colleagues in the discipline, nor takes
precautions here against creating schisms . . . . But as for
[Šifā’], it is more elaborate and more accommodating to my
Peripatetic colleagues. Whoever wants the truth [stated]
without indirection, he should seek [Mašriqiyyūn]; whoever
wants the truth [stated] in a way which is somewhat concil-
iatory to colleagues, elaborates a lot, and alludes to things
which, had they been perceived, there would have been no
need for [Mašriqiyyūn], then he should read [Šifā’]. (Transla-
tion slightly adapted from Gutas [34] p. 44f.)

Unfortunately the book was stolen and then burned during Ibn Sı̄nā’s
lifetime, but too late for him to think of rewriting it. We do have a few
dozen pages of the logic section, and they entirely confirm Ibn Sı̄nā’s
account quoted above, though they stop short of material on formal
proofs. The logic is that of Šifā’, but presented more directly. In spite
of its brevity, this is one of our most valuable sources. Regrettably
there has never been a critical edition, still less a translation. A text is
available [59].

Dānešnāmeh: Dāneshnāmeh cAlā’ı̄ (Book of Wisdom for cAlā). Late 1020s.
This work, in Persian, covers only the most elementary parts of logic.
F. Zabeeh [102] has translated the logic section into English. The
French translation [1] by Mohammad Achena and Henri Massé has
the merit of including the entire work, which gives the logic a context
in Ibn Sı̄nā’s philosophical thought.

Išārāt: Al-išārāt wal tanbı̄hāt (Pointers and Reminders). Begun 1030. The
work is written in a telegraphic and catalogued style that is a little
reminiscent of Wittgenstein’s Tractatus. Hence much detail is missing,
and some developments in Šifā’ are left out altogether. But there is no
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doubt about its being a late work; the logic section contains some
technical advances on Šifā’. The logic section of Išārāt is available in a
translation by Shams Inati [50].

Translators of Ibn Sı̄nā tend not to be logicians, so in most cases the en-
gagement with the logic is minimal. But the translations do give a reliable
indication of the raw text, and generally they are accompanied by notes
containing sound historical scholarship. Translations of other works of Ibn
Sı̄nā that are indirectly relevant to his formal logic include Ahmad Has-
nawi [35] and Allan Bäck [9] on cIbāra [54], and a forthcoming translation
of Burhān by Riccardo Strobino.

Street’s readable chapter [98] in the Gabbay-Woods Handbook of the
History of Logic introduces the main players in medieval Arabic Logic and
sets them in their historical context. Its treatment of Ibn Sı̄nā’s formal logic
is in the spirit of Rescher’s papers. More recent but briefer is Hasnawi and
Hodges [36].

1.3 Road map

We sketch here the ground to be covered in this book. Some of this sketch
will mean little without the details to be added in later chapters, but at least
this gives me the chance to highlight Ibn Sı̄nā’s main innovations in logic.

As a Peripatetic logician Ibn Sı̄nā concerns himself with ‘syllogisms’,
which are roughly speaking the smallest units of inference. But obtusely
we will not define ‘syllogism’. Ibn Sı̄nā, and not only he, uses the term
so chaotically that it is hardly worth rescuing. For example sometimes
he requires a syllogism to have two premises, but sometimes he allows
the number of premises to be anything from two upwards. Sometimes he
calls a piece of reasoning a syllogism to indicate that it is sound reasoning,
but sometimes he distinguishes between sound and unsound syllogisms.
Sometimes he takes a syllogism to be a specific mental act, but sometimes
he takes it as an inference rule. If we have the notions needed to clear up
this mess, we may as well rest our account on those notions instead.

The word ‘syllogism’ remains available as a rather vague word meaning
‘inference of a type considered by Peripatetic logicians’. In translating Ibn
Sı̄nā we have to use the word, because he uses its Arabic equivalent (qiyas)
all the time.

Ibn Sı̄nā’s contributions to formal logic revolve around the four systems
in capital letters in the diagram below. We call them ‘logics’, though gener-
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ally they are less well-defined than a modern logician would want. In fact
the propositional logic exists in several versions, and the two-dimensional
logic is a litle vague in what sentences it includes.

(1.3.1)

ASSERTORIC
LOGIC

@
@
@

@
@
@

@
@
@

@I 6

6

TWO-DIMENSIONAL
LOGIC

HH
HH

HY

��
��

�*

ALETHIC
MODAL LOGIC

PROPOSITIONAL
LOGIC

Pre-Ibn Sı̄nā
propositional

logic

At the bottom of the diagram (1.3.1), assertoric logic is Ibn Sı̄nā’s take on
the non-modal part of Aristotle’s logic, the part sometimes referred to as
‘categorical syllogisms’. It underlies all of Ibn Sı̄nā’s logic in very much the
same way as boolean algebra underlies modern classical logic. He takes it
as a done deal and doesn’t claim any originality for his account, which we
survey in Part II below. Nevertheless he manages to give assertoric logic
several new twists, in his treatment of how complex reasoning in this logic
can be built up from simple steps. There are two main aspects to this.

The first has to do with the justification of the less self-evident moods
(those that are not ‘perfect’ in the sense of Section 4.2 below). We discuss
Ibn Sı̄nā’s justifications in Chapter 8 below. They follow Aristotle’s Prior
Analytics i.5,6 almost to the letter. But Ibn Sı̄nā has a requirement that Aris-
totle didn’t have: namely Ibn Sı̄nā wants to be able to lift the justifications,
so far as possible, to justifications of imperfect moods in two-dimensional
logic. Our main work in Part III will be to develop two-dimensional logic
up to the point where we can say exactly what Ibn Sı̄nā needed from asser-
toric logic. Thus he found he needed to add to Aristotle an ecthetic proof
of the mood Baroco. This solved an immediate problem in an efficient way.
But it raises a new problem, namely how to justify this ecthetic proof. A
sound answer can be given within Ibn Sı̄nā’s own framework and using
tools that he himself introduced. But first, it involves us in giving proce-
dural rather than inferential justifications of some steps. And second, Ibn
Sı̄nā himself never gives this justification, though he sets up the apparatus
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needed for it. This is one of several places where we can’t be sure how far
he himself understood the solution of technical problems that he raised.

The second aspect of complex reasoning is to give an account of proofs
in assertoric logic that have arbitrary complexity. This is the context in
which Ibn Sı̄nā makes one of his most original contributions. He describes
a recursive proof search algorithm, a feat not rivalled in the West until some
nine hundred years later. In [41] I put the resulting algorithm into the form
of an abstract state machine. The book [47] will review the algorithm more
fully; the present text contains the main groundwork that Ibn Sı̄nā relies on
for the algorithm.

Above assertoric in (1.3.1) there are three other logics. Two of these,
alethic modal logic and two-dimensional logic, are got from assertoric logic
by adding new features.

In the case of alethic modal logic these new features are modal operators
‘necessarily’, ‘possibly’ etc.; Aristotle had already introduced these opera-
tors in Prior Analytics i.8–22. This is probably the least interesting part of Ibn
Sı̄nā’s formal logic. None of his modal arguments contain any convincing
improvements on those of Aristotle. Worse still, his purely modal methods
are all piecemeal, mood by mood; they betray no sign of any overall vision
of what a modal logic should do for us.

The position is completely altered when we approach alethic modal
logic as Ibn Sı̄nā himself does, at least from Qiyās onwards, namely by way
of the arrow from two-dimensional logic in (1.3.1). Two-dimensional logic
is a logic that Ibn Sı̄nā invented. Its outer edges are a little hazy, and in
places Ibn Sı̄nā’s account of it is obscured by the k. abt. that Rāzı̄ complained
of. But its central parts form a well-defined and robust logic that is interme-
diate between assertoric logic and modern first-order logic. Books I to IV
of Qiyās contain a careful and thorough textbook of this logic, with many
interesting details and some striking innovations.

Two-dimensional logic is got from assertoric logic by adding quantifi-
cation over times. So in this logic sentences can contain multiple quan-
tification, including mixes of universal and existential. There are two sorts,
which we call object and time; quantification over object corresponds to the
single quantifiers in assertoric logic. The sentence forms of two-dimensional
logic are defined without any use of intensional notions like ‘necessary’. By
this and other means, Ibn Sı̄nā ensures that there is no ambiguity about the
truth conditions for sentences of these forms. So two-dimensional logic can
be built up as a mathematical system.

In Part III we present this mathematical system, but using modern tools.
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Ibn Sı̄nā gives many of the basic facts, but it’s clear that he discovered
them by hands-on testing of many examples. As mathematical logicians
we can supply the proper metatheoretic proofs where he couldn’t. Two-
dimensional logic is an order of magnitude more complex than assertoric
logic. This complication will feed back into our treatment of assertoric
logic, because we will introduce for assertoric logic some methods that we
know will generalise to two-dimensional logic; these methods are not al-
ways the most efficient ones if our aim was just to develop assertoric logic.

Let me mention two of Ibn Sı̄nā’s discoveries about two-dimensional
logic. The first is that Aristotle’s justification for some Second Figure syllo-
gisms, such as Cesare, doesn’t adapt to the corresponding two-dimensional
syllogisms. Ibn Sı̄nā was unable to find any way of using Aristotelian
methods to plug this hole (and as of today I haven’t found any either).
So he advises us instead to fill the gap by using a reduction by paraphrase
to assertoric logic. A reduction of this kind was used by Boole to justify
propositional logic by reduction to the logic of sets; but for Boole this was
a metatheorem, not an ingredient of proofs within propositional logic. By
contrast for Ibn Sı̄nā the reduction was a formal proof step that took one
from one logic into another. In this sense it was the first proposal for deal-
ing with ‘local formalising’, that blemish of the old logics that Leibniz iden-
tified and Frege denounced (see Section 4.3 below). Modern classical logic
deals with it in a different way, by developing a single logic that contains
rules of different types. But some devices of computer science logic fit sev-
eral logics into a single framework with formal methods for moving be-
tween logics, and this can be seen as a return to Ibn Sı̄nā’s proposal.

The second discovery is that minimal inconsistent sets in two-dimensional
logic don’t always have the circular form that is a characteristic of asser-
toric logic and determines the shapes of proofs in assertoric logic. As far
as I know, this was the first advance after Aristotle in the understanding
of the shapes of proofs. Ibn Sı̄nā seems to have discovered it first with the
(i)I types of the dt fragment (cf. Section 10.2 below), but by the time of
Išārāt he knew other examples outside this fragment. Ibn Sı̄nā was well
aware that his discovery was a challenge to the authority of Aristotle. In
fact he presents the discovery as a refutation of a method used by Aristotle
in his treatment of modal syllogisms. On the usual reading of Aristotle’s
text there certainly is an irreparable gap in Aristotle’s argument, exactly
where Ibn Sı̄nā pointed it out, but it is a subtle one and in the West it seems
to have been first noticed by Paul Thom in 1996.

To return briefly to Ibn Sı̄nā’s alethic modal logic: my own belief is that
Ibn Sı̄nā intended to deduce the (controversial) logical laws of the abstract
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notion of necessity from the (robust) logical laws of two-dimensional logic,
by translating the alethic modal sentences into two-dimensional sentences.
In the present book we study in detail only the formal aspects of this deduc-
tion. But one of these aspects has a broader interest. Without knowing Ibn
Sı̄nā’s logic or any research on it, Spencer Johnston in a recent PhD thesis
[64] developed a Kripke semantics for the divided modal logic of the 14th
century Scholastic logician Jean Buridan. His semantics turns out to be a
notational variant of a major part of two-dimensional logic; I demonstrate
this in Chapter 12 below. With hindsight, Johnston’s use of Kripke seman-
tics to explicate Buridan’s divided modal logic should throw light on Ibn
Sı̄nā’s use of two-dimensional logic to support alethic modal logic. This is
discussed more fully in [45] and in a joint paper with Johnston [48].

There is a complication—there always is with Ibn Sı̄nā. He doesn’t give
a translation of the whole of modal logic into two-dimensional logic. In-
stead he gives separate and incompatible translations for pairs of modali-
ties, and one pair in particular gets shabby treatment. I discuss the reason
for this in [45].

There remains Ibn Sı̄nā’s propositional logic. This is more fragmented
than his other logics. In fact there are clear signs of three incompatible lev-
els. From the internal evidence these look like three stages in the develop-
ment of his research, though since the two upper levels are given in detail
only in Qiyās, we can’t show the development taking place. The bottom
layer, PL1, is barely distinguishable from what has reached us of proposi-
tional reasoning in the logic writings of Ibn Sı̄nā’s predecessor Al-Fārābı̄. It
has very little formal content. The few formal rules that it contains can all
be reconstrued as definitions of different notions of ‘if’ and ‘or’; sentences
with ‘if’ are called muttas. il and sentences with ‘or’ are called munfas. il.

However, this small formal content does include rules such as modus
ponens and modus tollens. Ibn Sı̄nā points out a formal difference be-
tween these rules and the two-premise syllogisms of most of his other log-
ics (assertoric, two-dimensional, modal, PL2 below). Namely, in these other
two-premise syllogisms there is a term common to the two premises; we
form the conclusion by removing this term and recombining the remaining
pieces from both premises. So he describes these syllogisms as ‘recombi-
nant’ (iqtirānı̄). But for example if we reason

(1.3.2) p. If p then q. Therefore q.

then our conclusion takes nothing from the first premise. Instead the first
premise is a pure duplicate of part of the second premise, and so Ibn Sı̄nā
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describes this rule as ‘duplicative’ (istit
¯
nā’ı̄). This division into recombinant

and duplicative is a first attempt at cataloguing logic beyond the bounds of
what the Peripatetic tradition handed down to Ibn Sı̄nā, and he justifies it
with a description of how our minds work. What he gives is not so much a
psychological description as an analysis of what an inference engine would
need to do in terms of syntactic manipulation. His inference engine (Arabic
bāl) is somewhere between a device for association of ideas and a Turing
machine. It is considered in more detail in [45], and [47] spells out some of
its implications for the design of a proof calculus.

Returning to propositional logic, the level PL2 is assertoric logic but
with time instead of object quantifiers. So for example in place of ‘Every
A is a B’ we have ‘Every time when A is a time when B’. Ibn Sı̄nā shows
that PL2 can also be seen as development of the logic of muttas. il sentences.
But formally the logic is isomorphic to assertoric logic. This is probably the
first time that any logician gave two logically distinct interpretations of the
same formalism.

So PL1 is formally not very interesting and PL2 is formally not new.
The level PL3 is got from assertoric logic by developing munfas. il sentences
in the same way as PL2 developed muttas. il sentences. This is a more dra-
matic innovation than PL2, because the facts of munfas. il sentences require
Ibn Sı̄nā to allow negations to occur more or less anywhere in the sentences
of this logic. Formally it’s equivalent to allowing both affirmative and neg-
ative terms throughout assertoric logic; we call the result metathetic logic.
The system has been studied under other names in some recent computer
science literature.

Ibn Sı̄nā follows Aristotle’s procedure for showing when a premise-pair
yields no syllogistic conclusion. For PL3 certain changes to the procedure
are needed, and Ibn Sı̄nā omits to make them. As a result several of his
claims are wrong. This is one place where he shows every sign of being out
of his depth.

Ibn Sı̄nā springs one more surprise on us in his propositional logic,
though it is not clear whether it belongs with PL1 or PL3. (It doesn’t fit
with PL2.) In a discussion of reductio ad absurdum, he addresses the ques-
tion how proofs by reductio can be regarded as convincing. His answer is
that every such proof contains sentences with hypotheses that are silently
intended and not spoken. He shows that in this way every such proof can
be regarded as direct, in the sense that each sentence either follows from
the ones immediately preceding it, or is an axiom. His account is remark-
ably close to the one given by Frege in [30]. Moreover it works not only for
reductio ad absurdum, but for all cases where an assumption is made and
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later discharged by →-introduction. But there is a problem: Ibn Sı̄nā im-
plicitly uses a principle saying that if an inference is valid then it remains
valid if we add hypotheses in the way that Ibn Sı̄nā describes. In Chap-
ter N we discuss what Ibn Sı̄nā himself does to demonstrate this principle,
and what the strength of the resulting system would be if he adopted the
principle as a derived proof rule.

In fact a strong version of this principle, going way beyond anything
that we find in Ibn Sı̄nā’s logical practice, would give him the whole of
first order logic and hence an undecidable formal system. As it happens,
all the formal systems that Ibn Sı̄nā explicitly describes are decidable, for
example because they have the finite model property. One can ask how
close he comes to an undecidable system. Mohammed Maarefi discussed
this question in a recent thesis in Tehran, and the discussion in Chapter
N should be regarded as joint work with him; we also benefited from a
conversation with Erich Graedel.



Chapter 2

Mathematical preliminaries

Sections 2.1 and 2.2 consist mainly of definitions and are for reference.
In modern logic both theories and formal proofs are constructed from

formulas, but in very different ways. A theory is just a set of formulas,
while a formal proof puts the formulas into a highly structured framework.
Much of Ibn Sı̄nā’s formal logic takes place in an area somewhere between
these two extremes; generally a theory is linearly ordered, and a proof from
the theory joins up the two ends of the linear ordering with the conclusion.
We will use graph theory, as in Section 2.3, to provide the required struc-
tures.

2.1 First-order logic

Nearly all the notions in this section are standard first-order logic, as for
example in Shapiro [92] or the earlier parts of the textbook of Shoenfield
[95]. With a few exceptions that we explain as we come to them, the logic is
formal in the sense that we give no fixed interpretations to the relation sym-
bols etc. in signatures (see Definition 2.1.1 below). In general our languages
will not include =.

Definition 2.1.1 A signature is a set of symbols, each assigned to one of the
following classes:

• propositional symbols p, q, r, . . . .

• individual constant symbols a, b, c, . . . . (These are often referred to
simply as constants.)

21
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• relation symbols each of a fixed arity > 1, P , Q, R, . . . .

• function symbols each of a fixed arity > 1, f , g, h, . . . .

A relation symbol of arity 1 is said to be monadic; a relation symbol of arity
2 is said to be binary.

Definition 2.1.2 A signature Σ is relational if all the symbols in it are re-
lation symbols. It is monadic relational if all the symbols in it are relation
symbols of arity 1.

Definition 2.1.3 Each signature Σ has a corresponding first-order language
L(Σ). The grammatical expressions of L(Σ) are all either terms or formu-
las; the class of terms and the class of formulas are inductively defined as in
Definitions 2.1.4 to 2.1.6 below. The symbols of L(Σ) are those in Σ, the log-
ical symbols introduced in the inductive definitions of terms and formulas,
and an infinite set of variables which we write as x, y, z, x1, x2 etc.

Definition 2.1.4 The terms of L(Σ) form an inductively defined set: each
individual constant symbol in Σ and each variable is a term of L(Σ), and if
f is a function symbol of arity n in Σ and t1, . . . , tn are terms of L(Σ) then
f(t1, . . . , fn) is a term of L(Σ).

Definition 2.1.5 The atomic formulas of L(Σ) are the propositional symbols
in Σ, and the expressions R(t1, . . . , tn) where R is a relation symbol of arity
n in Σ and t1, . . . , tn are terms of L(Σ).

Definition 2.1.6 The formulas of L(Σ) are defined inductively. The symbol
⊥ is a formula of L(Σ), every atomic formula of L(Σ) is a formula of L(Σ); if
φ and ψ are formulas of L(Σ) then so are ¬φ, (φ ∧ ψ), (φ ∨ ψ) and (φ→ ψ);
and if φ is a formula of L(Σ) and x an individual variable, then ∀xφ and
∃xφ are formulas of L(Σ).

Definition 2.1.7 (a) The formula ¬φ is called the negation of φ. A literal is
either an atomic formula or the negation of an atomic formula.

(b) Expressions of the form (φ1 ∧ . . . ∧ φn) with n > 1 are called conjunc-
tions; their conjuncts are the expressions φi (1 6 i 6 n).

(c) Expressions of the form ∀x and ∃x are called respectively universal
quantifiers and existential quantifiers.
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Definition 2.1.8 A subformula of a formula φ is a formula ψ which occurs
as a segment of φ (possibly the whole of φ). An occurrence of ψ in φ is such
a segment of φ. (These are intuitive definitions of notions that all logicians
use. See the standard texts for a formal definition of ‘subformula’ which
bypasses the notion of an occurrence.)

Definition 2.1.9 If φ is a formula, then the scope of an occurrence of a quan-
tifier Qx in φ is the occurrence of a subformula of φ which begins with Qx.
An occurrence of a variable y in φ is bound if it lies within the scope of an
occurrence of a quantifier Qy with the same variable; otherwise it is free.
The free variables of φ are the variables that have free occurrences in φ.

Definition 2.1.10 A term is closed if it contains no variables. Likewise a
closed literal is a literal that contains no variables. A formula is a sentence if
it has no free variables. A theory is a set of sentences.

Definition 2.1.11 A formula is quantifier-free if it contains no quantifiers. A
formula φ is prenex, or in prenex form, if it has the form

(2.1.1) Q0x0 . . . Qn−1xn−1ψ

where n > 0 and each Qi is either ∀ or ∃, and ψ is quantifier-free. An in-
stance of a prenex formula φ is a formula got by removing zero or more
quantifiers from the beginning of φ, and replacing the resulting free vari-
ables by closed terms (so that all occurrences of the same variable are re-
placed by the same closed term).

Definition 2.1.12 We write c̄ for a tuple (i.e. finite sequence) (c1, . . . , cn).
We can introduce the term t as t(x̄) when the variables of t are all included
in the tuple x̄ of distinct variables; then if s̄ is a sequence of terms, of the
same length as x̄, we write t(s̄) for the term got by writing si in place of
each occurrence of the variable xi, for each i. Likewise we can introduce
the formula φ as φ(x̄) when the free variables of φ are all included in the
tuple x̄; then we write φ(s̄) for the formula got by writing si in place of each
free occurrence of xi, for each i.

The definitions above describe the first-order language L(Σ). The stan-
dard semantics of first-order languages interprets the expressions of L(Σ)
in a class of structures known as Σ-structures, as follows.
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Definition 2.1.13 Each signature Σ has corresponding to it a class of struc-
tures, known as Σ-structures. If A is a Σ-structure, then for each proposi-
tional symbol p in Σ, pA is a truth-value ∈ {True, False}. If Σ contains in-
dividual constant, relation or function symbols, then A carries a nonempty
set dom(A) (the domain of A), and the elements of dom(A) are called the
elements of A. The cardinality of A is defined to be the cardinality of its do-
main. For each individual constant a in Σ, aA ∈ dom(A). For each relation
symbol R of arity n in Σ, RA ⊆ dom(A)n. For each function symbol f of
arity n in Σ, fA : dom(A)n → dom(A).

Definition 2.1.14 Let A be a Σ-structure and ā a tuple of (not necessarily
distinct) elements of A, of the same length as x̄. Then tA[ā] (the interpreta-
tion of t in A at ā) is an element of A defined in the obvious way. Similarly
we define in the obvious way when ā satisfies φ in A, in symbols A |= φ[ā].
If φ is a sentence and the empty tuple satisfies φ in A, we say that φ is true
in in A or that A is a model of φ, in symbols A |= φ. If T is a theory in L(Σ),
we say that A is a model of T if A is a model of every sentence in T .

Lemma 2.1.15 (Canonical Model Lemma) Let Σ be a signature and T a set of
closed literals of L(Σ), none of them containing =, such that there is no atomic
sentence θ for which T contains both θ and ¬θ. Then there is a Σ-structure M
such that for every atomic sentence θ of L(Σ) not containing =,

(2.1.2) M |= θ ⇔ θ ∈ T.

A model with this property is called a canonical model of T ,

Proof. See for example the proof of Lemma 1.5.1 on page 18 of [38],
ignoring equations. �

Lemma 2.1.16 Let Σ be a signature, T a set of sentences of L(Σ) and M a model
of T . Suppose also that no sentence of T contains the symbol =, no function symbol
is in Σ, and the domain of M has cardinality κ. Then for every cardinal λ > κ, T
has a model N whose domain has cardinality λ.

For the proof we choose an element a of the domain of M , and we take
λ new elements ai (i < λ); the domain of the Σ-structure N will consist of
the domain of M with the new elements added. For every finite sequence
b̄ of elements of the domain of N , we write b̄? for the sequence that results
from b̄ by replacing each new element ai with i < λ by a. The relations RN

are defined by taking b̄ ∈ RN if and only if b̄? ∈ RM . The proof that N is a
model of T is then by induction on the complexity of formulas. �
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Definition 2.1.17 (a) Two formulas φ(x̄), ψ(x̄) of L(Σ) are said to be logi-
cally equivalent, in symbols φ(x̄) ≡ ψ(x̄), if for every Σ-structureA and
every tuple ā of appropriate length, A |= φ[ā] if and only if A |= ψ[ā].

(b) When T is a set of sentences of L(Σ), two formulas φ(x̄), ψ(x̄) of L(Σ)
are said to be equivalent modulo T if the same condition holds as (a),
but with A limited to models of T .

Lemma 2.1.18 Every first-order sentence is logically equivalent to a sentence in
prenex form.

Proof. Cf. Shoenfield [95] pp. 36–39. �

Definition 2.1.19 A sequent is an expression of the form

(2.1.3) T ` ψ

where T is a theory in some language L(Σ). If T is a finite set {φ1, . . . , φn},
we can write (2.1.3) as

(2.1.4) φ1, . . . , φn ` ψ.

We say that the sequent (2.1.3) is valid if every Σ-structureM that is a model
of T is a model of ψ. (It can be shown that this condition is independent
of the choice of signature Σ, which can be any signature containing all the
relation etc. symbols of the sentences.) The sentences in T are the premises
of (2.1.3), and ψ is its conclusion. We often write ‘T ` ψ’ to express that the
sequent (2.1.3) is valid.

Lemma 2.1.20 (a) For any sentence φ the sequent φ ` φ is valid.

(b) If T ` χ is valid and U is any set of sentences, then T ∪ U ` χ is valid.

(c) If T ` φ is valid for all φ ∈ U , and U ∪ V ` ψ is valid, then T ∪ V ` ψ is
valid.

�

Definition 2.1.21 Let φ and ψ be sentences ofL(Σ). We say that φ is stronger
than ψ, and that ψ is weaker than φ, if φ ` ψ but not ψ ` φ.

Definition 2.1.22 A theory T is consistent if it has a model, and inconsistent
if it has no model.



26 CHAPTER 2. MATHEMATICAL PRELIMINARIES

Theorem 2.1.23 (Compactness Theorem) Every inconsistent first-order the-
ory has an inconsistent finite subset.

Proof. See Shoenfield shoe:1 p. 69 or Shapiro [92] §5. �

Definition 2.1.24 For every sequent (2.1.3), its antilogism is the theory

(2.1.5) T ∪ {¬ψ}.

Lemma 2.1.25 Let T be a first-order theory and χ a first-order sentence. Then
T ` ψ if and only if the antilogism T ∪ {¬χ} is inconsistent. �

Conversely if T is a theory, then we can take any sentence χ ∈ T and
form the sequent

T \ {χ} ` ¬χ.
Again we have that the theory is inconsistent if and only if the sequent is
valid.

We will go outside the range of ordinary first-order languages in two
places. One is in the theory of two-dimensional logics; for this we will need
the notion of a many-sorted language L(Σ). In fact we will only be interested
in the case where there are two sort s, object and time, and we need only
explain this case. Each term of L(Σ) has one of the two sorts. We have object
variables x, y, z etc., and time variables ρ, σ, τ etc.; the object variables are
terms of sort object and the time variables are terms of sort time. Likewise
the individual constants of Σ are each assigned to one of the two sorts. Each
of the argument slots of a relation symbol has a sort, and only elements of
this sort can fill the slot. Likewise for a function symbol f , except that we
also need to say what sort a term has if it begins with f . For this two-
sorted signature Σ, a Σ-structure A has two disjoint domains, domobject(A)
consisting of elements of sort object and domtime(A) of elements of sort time.
A relation RAxτ is a subset of domobject(A)× domtime(A). A function fAxτ
of sort time is a function from domobject(A)× domtime(A) to domtime(A).

We will also consider modal languages, with operators � ‘necessarily’
and ♦ ‘possibly’ that can be put in front of formulas. We will treat these
languages as we come to them.

2.2 Theories and expansions

Throughout the previous section we assumed that the relation symbols
have no fixed meaning; they can be given a meaning by supplying a Σ-
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structure where the symbols are in Σ. But there are a few situations where
we want to give some of the symbols either a fixed meaning, or at least a
fixed relationship to the other symbols. If this relationship can be written
down as a theory T , then we can reason with it by including T among the
premises of any inference.

Definition 2.2.1 A set of meaning postulates in a first-order language L(Σ)
is a theory in L(Σ) that is intended to express some feature of the meaning
of one or more symbols in Σ.

For example some people (though not Ibn Sı̄nā) count it as part of the
meaning of a monadic relation symbol A that A is not empty, i.e. ∃xAx.
What these people are doing is to treat the set

(2.2.1) {∃xAx : A a monadic relation symbol}

as a set of meaning postulates. Another kind of example occurs with defi-
nitions, as follows.

Definition 2.2.2 Let Σ be a signature, R a relation symbol not in Σ, and
Σ+ the signature got by adding R to Σ. When we speak of adding R by
definition we mean that there is some formula φ(x̄) of L(Σ) such that we
reason in L(Σ+) using the sentence

(2.2.2) ∀x̄(Rx̄↔ φ(x̄))

as a meaning postulate. The sentence (2.2.2) is called an explicit definition of
R in L(Σ).

Many examples occur in set theory, where new set-theoretic symbols
are introduced by definitions (usually more complicated than (2.2.2)), and
then the definitions are used as tacit axioms.

History 2.2.3 Meaning postulates were described and named by Rudolf Car-
nap [17]. Explicit definitions are one of his examples.

We will be describing proof theories for various logical systems. These
proof theories have one or other of two different purposes. The first pur-
pose is cognitive, to express how we can come to know that something is
true by deducing it from other things known to be true. This was a mat-
ter of intense interest to Ibn Sı̄nā, and our cognitive proof theories will be
constructed so far as possible to reconstruct his views. The second purpose
is metamathematical, to discover the facts about validity and entailment in a
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given logic. For this second purpose there is no need to restrict ourselves
to methods that Ibn Sı̄nā himself could have used.

The chief methods that we will use for this second purpose involve
Skolem functions and the Herbrand universe. We briefly describe these
here. The procedure is standard; essentially it is in Hilbert and Ackermann
[37] sections III.8 and III.12. There is a good account in Gallier [31] sections
7.5 and 7.6.

Definition 2.2.4 Let Σ1 and Σ2. We write Σ1 ⊆ Σ2 to mean that every
symbol in Σ1 is also a symbol in Σ2, and has the same type (e.g. constant,
or relation symbol of arity 2) in both signatures. If M is a Σ2-structure
and Σ1 ⊆ Σ2, then we can construct a Σ1-structure N from M by leaving
unchanged the domain and putting RM = RN etc. for the symbols R etc.
in Σ1, but leaving out the symbols not in Σ1. We say that M is an expansion
of N to Σ2, and N is the restriction of M to Σ1.

Theorem 2.2.5 Let Σ be a signature and φ a sentence of L(Σ). Then there are a
signature Σsk and a sentence φ′ of L(Σsk) such that

(a) Σ ⊆ Σsk, and the symbols in Σsk \ Σ are at most individual constants and
function symbols;

(b) φ′ is prenex with at most universal quantifiers in its initial quantifier string;

(c) for every Σ-structure M that is a model of φ there is a Σsk-structure M+

that is an expansion of M and a model of φ′;

(d) every Σsk-structure that is a model of φ′ is also a model of φ.

Proof sketch. A skolemisation of a sentence ψ is also a skolemisation of
any sentence logically equivalent to ψ. So by Lemma 2.1.18 we can assume
that φ is in prenex form (Definition 2.1.11). Let φ0 be φ with all existential
quantifiers in the quantifier prefix left out. If for example ∃y was one of
these quantifiers, then any occurrences of y in φ0 will be free. For each such
variable y we introduce a term f(x̄), where f is a new function symbol and
x̄ are the variables in the universal quantifiers before ∃y in the quantifier
prefix. Then we replace each occurrence of y by the term f(x̄). If x̄ is empty,
i.e. there are no universal quantifiers before ∃y, then instead of f(barx) we
introduce a new constant c. The sentence φ′ is the result of making all these
replacements in φ0, and Σsk is formed by adding the new function symbols
f and constants c to Σ. See for example Shoenfield [95] p. 56. �
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Definition 2.2.6 (a) Any sentence φ′ as in Theorem 2.2.5 is called a skolemi-
sation of φ. The symbols added to the signature are called the Skolem
constants and Skolem functions.

(b) Let Σ be a signature and Φ a basic set of formulas of L(Σ). Let T
be a theory in L(Σ). The skolemisation Sk(T ) of T is the theory con-
sisting of a skolemisation of each sentence in T , using different added
symbols for different sentences (and the proof of Theorem 2.2.7 below
will show the reason for this crucial requirement). Generalising the
notation of Theorem 2.2.5, we write Σsk for the signature that consists
of exactly the symbols of Σ together with the Skolem constants and
Skolem functions used to form Sk(T ).

For example a possible skolemisation of the theory

(2.2.3) ∀x∃yBxy, ∃x∀y∃z(Bxy ∧ (Bxz → Byx))

is

(2.2.4) ∀xBxf(x), ∀y(Bcy ∧ (Bcg(y)→ Byc)).

Theorem 2.2.7 Let Σ be a signature. Let T be a theory in L(Σ) and Sk(T ) its
skolemisation in L(Σsk). Then T is consistent if and only if Sk(T ) is consistent.

Proof. IfM is a model of T , then for each sentence φ ∈ T we can expand
M to a model of the skolemisation φ′ by Theorem 2.2.5(c). Since the new
symbols are distinct for each sentence, we can make all these expansions
simultaneously, and the result is a model of Sk(T ) with signature Σsk. Con-
versely if N is a model of Sk(T ), then N is a model of the skolemisation φ′

of each sentence φ ∈ T , and so N is a model of φ by Theorem 2.2.5(d). �

Definition 2.2.8 Let Σ be a signature and T a theory in L(Σ). Let Sk(T ) be
the skolemisation of T in the language L(Σsk). Then the Herbrand universe
of T is the set of closed terms (cf. Definition 2.1.10) of L(Σsk). The Herbrand
theory Hr(T ) of T is the set of sentences of L(Σsk) that are got by removing
the initial universal quantifiers on any sentence of Sk(T ) and replacing each
free variable (at all occurrences) by a closed term in the Herbrand universe,
in all possible ways.

Lemma 2.2.9 Let T be a theory in a language L(Σ) with at least one individual
constant, and Hr(T ) its Herbrand theory in the corresponding language L(Σsk).
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Suppose Σsk contains at least one individual constant. Then T is consistent if and
only if Hr(T ) is consistent.

Proof. Suppose first that T has a model M . Taking a sample sentence
∀1x1 . . . ∀nxnφ(x1, . . . , xn) ∈ T ,

(2.2.5) M |= ∀1x1 . . . ∀nxnφ(x1, . . . , xn).

Let t1, . . . , tn be terms in the Herbrand universe, and for each i let ai be the
element tAi named by ti in M . Then removing the quantifiers,

(2.2.6) M |= φ[a1, . . . , an].

But this is the condition for M to be a model of φ(t1, . . . , tn).
Second, suppose that the Σsk-structure N is a model of Hr(T ). Let

N0 be the substructure of N consisting of the elements named by terms
in the Herbrand universe. (This is a well-defined substructure since the
presence of an individual constant guarantees that the Herbrand universe
is not empty.) Then since Hr(T ) is quantifier-free, N0 is also a model of
Hr(T ). Considering any sentence ∀1x1 . . . ∀nxnφ(x1, . . . , xn) in T , and any
elements a1, . . . , an of N0, there are terms t1, . . . , tn in the Herbrand uni-
verse that name a1, . . . , an in N0. By assumption

(2.2.7) N0 |= φ(t1, . . . , tn)

and hence

(2.2.8) N0 |= φ[a1, . . . , an].

It follows that

(2.2.9) N0 |= ∀1x1 . . . ∀nxnφ(x1, . . . , xn).

Hence N0 is a model of T . �

2.3 Labelled digraphs

Definition 2.3.1 By a directed graph or digraph, or an abstract digraph to dis-
tinguish it from the labelled digraphs below, we mean a sequence Γ =
(N,A, σ, τ) where

(a) N is a nonempty set and A is a set disjoint from N ; the elements of N
are called nodes and the elements of A are called arrows;
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(b) σ and τ are 1-ary functions from A to N ; for each arrow a in A, the
node σ(a) is called the source of a and the node τ(a) is called the target
of a.

(c) We say that a is from its source and to its target. We also say (not
distinguishing source from target) that an arrow is between its source
and its target. Two nodes µ and ν of Γ are said to be neighbours if they
are distinct and there is an arrow between them.

The digraph is called loopless if it has no arrow a with σ(a) = τ(a). It is
called finite if it has finitely many nodes and finitely many arrows. Its node
size is the number of its nodes; its arrow size is the number of its arrows.

Definition 2.3.2 By a labelled digraph we mean a sequence Γ = (N,A, σ, τ,
λN , λA) where (N,A, σ, τ) is a digraph and moreover

(c) λN and λA are 1-ary functions with domains N and A respectively;
for each node ν in N , λN (ν) is called the label on ν, and for each arrow
a, λA(a) is called the label on a.

The digraph (N,A, σ, τ) is called the underlying abstract digraph of Γ.

The digraphs and labelled digraphs that we deal with will always be
finite, i.e. the sets of nodes and arrows will be finite. They will also be
planar, i.e. they can be drawn on a page with dots for the nodes, and an
arrow drawn from node µ to node ν to represent each arrow with source µ
and target ν, in such a way that the arrows never cross each other or pass
through nodes. But this planarity is a happy accident and not something
we need to build into the definitions. Here is an example of a labelled
digraph drawn on the page, from later in this book:

(2.3.1)
?

(o-d)

qE -
(a-t) qD

(a-t)

. . . qC -
(a-t) qB

������������)q
A

(2.3.1) is the same digraph as

(2.3.2)
?

(o-d)

qE�
(a-t)qD

(a-t)

. . .qC�
(a-t)qB

PPPPPPPPPPPPq q
A
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But in practice we will adopt some conventions for placing the digraph on
the page; see Definition 5.3.9 below. In this instance our conventions would
rule out the diagram (2.3.2).

In the definitions that follow, sometimes we define a notion only for
digraphs, but the notion applies equally well to labelled digraphs via their
underlying abstract digraphs.

Definition 2.3.3 Let Γ and ∆ be digraphs. By an isomorphism of digraphs
from Γ to ∆ we mean a pair (i, j) such that

(a) i is a bijection from the set of nodes of Γ to the set of nodes of ∆;

(b) j is a bijection from the set of arrows of Γ to the set of arrows of ∆;

(c) if µ and ν are any nodes of Γ, then j takes the arrows with source µ
and target ν to the arrows with source i(µ) and target i(ν).

We say that the digraph Γ is isomorphic to ∆ if there is an isomorphism of
digraphs from Γ to ∆.

We can verify that if (i, j) is an isomorphism of digraphs from Γ to ∆
then (i−1, j−1) is an isomorphism of digraphs from ∆ to Γ; so the relation
of isomorphism between digraphs is symmetric. Similar arguments show
that the relation is reflexive and transitive, so it is an equivalence relation
on digraphs.

For example the two digraphs drawn below are isomorphic; take i so
that i(µ) = µ′, i(ν) = ν ′ and i(π) = π′, and then define j in the obvious way.
(In these diagrams the symbols µ, µ′ etc. are for purposes of identifying the
nodes; the digraphs are not labelled digraphs.)

(2.3.3)

q
?q

µ
HHH

Hj q ν��
���

π

q
?q

µ′

���
��qν ′ HH

HHj
π′

We are said to be counting digraphs up to isomorphism if we count two di-
graphs as the same digraph whenever they are isomorphic. Up to isomor-
phism, only one digraph appears in (2.3.3), though it is shown twice from
different angles. We will call this digraph the trinity digraph, for a reason
given in Exercise 1.1.1 on page 5 of [38].
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Definition 2.3.4 Let Γ and ∆ be labelled digraphs. By an isomorphism of
labelled digraphs from Γ to ∆ we mean a pair (i, j) such that (a), (b) and (c)
of Definition 2.3.3 hold, together with two more clauses:

(d) if µ is any node of Γ, then the label on µ is the same as the label on
i(µ);

(e) if a is any arrow of Γ, then the label on a is the same as the label on
j(a).

We say that Γ is isomorphic to ∆ if there is an isomorphism of labelled di-
graphs from Γ to ∆. This is an equivalence relation on labelled digraphs.

Definition 2.3.5 Suppose Γ is a digraph. We can get another digraph by
performing either of the following operations on Γ (provided at least one
node is left at the end):

(a) Remove one node and all the arrows that have that node as either
source or target.

(b) Remove one arrow, but keep all the nodes including the source and
target of the arrow.

By a subgraph of Γ we mean a digraph that is either Γ itself or can be got
from Γ by applying (a) or (b) any number of times.

Definition 2.3.6 A path in a digraph is a sequence

(2.3.4) ν1, a1, ν2, . . . , νm−1, am1 , νm

where the νi are distinct nodes except that ν1 and νm can be the same node,
and for each i (1 6 i < m), ai is an arrow between νi and νi+1. In a picture:

q
ν1

a1 q
ν2

. . . q
νm−1

am−1 q
νm

where each horizontal line represents either a→ or a←. The length of the
path is the number of arrows in it, i.e. m − 1. The path is closed if ν1 = νm.
If ν1 6= νm the path is said to be open, and its end nodes are ν1 and νm.
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Definition 2.3.7 (a) If all of the arrows in the path (2.3.4) point in the
same direction, so that the target of one arrow is the source of the
next, we say that the path is directed, and we call it a track.

(b) Suppose (2.3.4) is a track. The initial node of the track is the node ν1
that is not a target, and the terminal node is the node νn that is not a
source; the track is from its initial node to its terminal node. If the track
has positive length then its initial arrow is the arrow whose source is
the initial node, and its terminal arrow is the arrow whose target is
the terminal node. A node is a successor if it is not initial. If i < n,
the immediate successor of νi is νi+1; we write ν+ for the immediate
successor of ν. Likewise νi is the immediate predecessor of νi+1, and we
write ν− for the immediate predecessor of ν.

(c) Suppose ν is one of the nodes of the track (2.3.4). By←−ν we mean the
initial segment of (2.3.4) that starts at ν1 and finishes at ν, and by −→ν
we mean the final segment of (2.3.4) that starts at ν and finishes at νn.

Note that a path that is not a track doesn’t have an intrinsic direction.
We can give it a direction, but this will be imposed from outside (cf. Defi-
nition 2.3.15 below). When we do put a direction on a path, we will alter
the vocabulary, and speak of ‘first’ and ‘final’ rather than ‘initial’ and ‘ter-
minal’. The expressions ‘initial’ and ‘terminal’ are special cases of more
general notions defined from the digraph itself; cf. Definition 2.3.11(b) be-
low.

Definition 2.3.8 We say that a digraph Γ is connected if for every pair µ, ν
of distinct nodes of Γ there is an open path from µ to ν.

Lemma 2.3.9 For every (abstract or labelled) digraph Γ there is a unique family
of connected subgraphs {Γx : x ∈ X} of Γ such that

(a) every node of Γ is a node of Γx for exactly one x, and

(b) every arrow of Γ is an arrow of Γx for exactly one x.

Definition 2.3.10 Let Γ be a digraph (abstract or labelled). Then the sub-
graphs Γx of Lemma 2.3.9 are called the connected components of Γ.

Proof sketch. By Zorn’s lemma every connected subgraph of Γ is con-
tained in a unique maximal connected subgraph. Take {Γx : x ∈ X} to be
the family of all maximal connected subgraphs of Γ. �
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Definition 2.3.11 (a) Each node of a digraph Γ has an out-valency, which
is the number of distinct arrows that have it as source, and an in-
valency, which is the number of distinct arrows that have it as target.
The valency of a node is its out-valency plus its in-valency.

(b) Generalising Definition 2.3.7(b) above, we say that a node of a di-
graph is initial if its in-valency is 0, and terminal if its out-valency is
0.

For example in (2.3.3) above, the node µ has out-valency 2 and in-
valency 0, while the node π has out-valency 0 and in-valency 2. The node
ν has out-valency and in-valency both 2. So all the nodes have valency 2.

Lemma 2.3.12 Let Γ be a finite digraph. Then the sum of the valencies of the
nodes of Γ is an even number.

Proof. Consider the set T of all triples (a, µ, i) such that a is an arrow of
Γ, i ∈ {0, 1}, and if i = 0 then µ is the source of a, and if i = 1 then µ is the
target of a. Then for each arrow a there are exactly two triples (a, µ, i) in T .
(We included i to ensure this even when an arrow has the same node as its
source and its target.) So T has an even number of elements. But also for
each node µ the number of triples (a, µ, i) in T is equal to the valency of µ,
so the number of elements of T is the sum of the valencies. �

Lemma 2.3.13 Let Γ be a digraph with a finite number n of nodes, and let µ1 be
a node of Γ. Then the following are equivalent:

(a) Γ is connected.

(b) We can list the nodes of Γ as

(2.3.5) µ1, . . . , µn

so that each µh (1 < h 6 n) is a neighbour of some µj with j < h.

Proof. (a) ⇒ (b): Assume (a) and list the nodes of Γ as ν1, . . . , νn with
ν1 = µ1. The nodes µ2, . . . , µn are chosen inductively. When µh has been
chosen, we take µh+1 to be the first νi which is not among the nodes µ1, . . . , µh
but is a neighbour of one of them. The fact that Γ is connected shows that
such a νi exists when h < n.

(b)⇒ (a): Assume (b). By induction on h we can show that each µh is in
the same connected component of Γ as µ1. �
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Lemma 2.3.14 Let Γ be a loopless finite digraph with n > 2 nodes. Then the
following are equivalent:

(a) Γ is connected, all the nodes of Γ have valency 6 2 and at least one node has
valency 1.

(b) Γ has n− 1 arrows, and we can list the nodes of Γ as

(2.3.6) µ1, . . . , µn

so that whenever 1 6 j < h 6 n, µj and µh are neighbours if and only if
h = j + 1.

When (a) and (b) hold, there are exactly two nodes of Γ with valency 1.

Proof. (a) ⇒ (b): Assume (a), and take the listing (2.3.6) as in (b) of
Lemma 2.3.13 with µ1 a node of valency 1. We show first that if 1 < j+1 < h
then µj and µh are not neighbours. For otherwise take a counterexample
with h as small as possible. Then µj and µh are neighbours. But since
j+ 1 < h, the choices of h and (2.3.6) show that µj and µj+1 are neighbours
too. Since µj has valency 6 2, µj is not also a neighbour of µi for any i < j.
But then j must be 1 and so µj has valency 1, contradiction.

It follows that if 1 6 j < n then µj and µj+1 are neighbours. For by
choice of (2.3.6), µh is a neighbour of some µi with i < h, and we have just
shown that i is not < j. Moreover there is only one arrow between µj and
µj+1; for otherwise, since µj has valency 6 2, we must have j = 1, which
implies that µj has valency 1. Hence there are exactly n− 1 arrows.

(b) ⇒ (a): Assume (b). Then for each h (1 6 h < n) there is an arrow
between µh and µh+1. There are no other arrows, since Γ has n− 1 arrows.
We can read off that µ1 and µn, which are distinct since n > 2, each have
valency 1, and all other nodes have valency 2. �

Definition 2.3.15 A finite digraph Γ meeting either of the conditions (a), (b)
of Lemma 2.3.13 is said to be linear. The two nodes with valency 1 form the
end nodes of the open path, so we call them the end nodes of the digraph.
Unlike a path, a linear digraph doesn’t have a direction; in Definition 3.3.1
we will give a linear digraph a directiion by specifying which of the end
nodes counts as first and which as last. A linear digraph with a direction is
essentially the same thing as a path, cf. Definition 2.3.6 above.

Lemma 2.3.16 Let Γ be a loopless digraph with a finite number n > 2 of nodes.
Then the following are equivalent:
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(a) Γ is connected and every node of Γ has valency 2.

(b) Γ has n arrows, and we can list the nodes of Γ as

(2.3.7) µ1, . . . , µn

so that whenever 1 6 j < h 6 n, µj and µh are neighbours if and only if
either h = j + 1, or j = 1 and h = n.

Proof. (a) ⇒ (b): Assume (a). Since Γ has at least 2 nodes and is con-
nected, it has at least one arrow, say a with source µ and target ν. Let Γ′

be Γ with a removed. We claim that Γ′ is still connected. For otherwise
Γ′ has two connected components ∆1 and ∆2, one containing µ and ν re-
spectively. The valencies of the nodes in ∆1 are the same as they were in Γ,
except that the valency of µ drops by 1. But since all the other nodes in ∆1

have valency 2, this contradicts Lemma 2.3.12, proving the claim.
Now Γ′ satisfies (a) of Lemma 2.3.14, and so Γ′ has n−1 arrows and the

nodes of Γ′ can be listed as in (b) of that lemma. The nodes µ1 and µn must
be µ and ν in some order. So restoring the arrow a gives us (b) as required.

(b)⇒ (a) is like the corresponding argument for Lemma 2.3.14 but sim-
pler. �

Definition 2.3.17 A finite digraph Γ which has at least two nodes and meets
the equivalent conditions (a), (b) of Lemma 2.3.16 is said to be circular. Ob-
serve that a circular digraph is essentially the same thing as a closed path
of length at least 2. A digraph Γ is acyclic if it is loopless and has no cir-
cular subgraph. (Warning: some of the graph-theoretical literature defines
a ‘directed acyclic graph’ to be a digraph with no closed track of length at
least 1. This is a weaker notion than ours, because it allows the digraph to
contain closed paths that are not tracks.)

Lemma 2.3.18 Let Γ be a finite loopless connected graph with n nodes. Then the
following are equivalent:

(a) Γ is acyclic.

(b) Γ has n− 1 arrows, and we can list the nodes of Γ as

(2.3.8) µ1, . . . , µn

so that for each h (1 < h 6 n) there is a unique arrow that is between µh
and some node in {µ1, . . . , µh−1}.
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Proof. If n = 1 then both (a) and (b) are true. Thus Γ is acyclic because
it is loopless and every circular graph has at least two nodes; also it has no
arrows because it is loopless, and the listing (2.3.8) consists of the unique
node. So assume henceforth that n > 2.

(a)⇒ (b): Assume (a), and let the listing of nodes in (2.3.8) be as in (b)
of Lemma 2.3.13. We claim that if 1 6 j < h 6 n then Γ contains a path that
has end nodes µj and µh and contains only nodes µi with i 6 h. This is left
to the reader.

Suppose for contradiction that there is some h (1 < h 6 n) such that µh
has an arrow between it and a node µi, and a distinct arrow between it and
a node µi′ , where both i and i′ are < h. If i = i′ then the two arrows form a
circular digraph with nodes µh and µi, contradicting (a). If i 6= i′ then there
is a linear subgraph as in the claim, with end nodes µi and µi′ ; the two
arrows between these and µh join up with the linear subgraph to make a
circular digraph, again contradicting (a). So the uniqueness in (b) is proved.
Since Γ is loopless, each arrow of Γ is between a node and an earlier node
in (2.3.8). We have just shown that there is a unique such arrow associated
with the later node, so the total number of arrows is n− 1.

(b) ⇒ (a): Assuming (b), suppose (a) is false and choose the earliest
h such that Γ has a circular subgraph whose nodes all lie in µ1, . . . , µh.
This subgraph contains two arrows between µh and earlier nodes in the list
(2.3.8), contradicting (b). �

Introductory accounts of graph theory (and that’s all we will need) are
Wilson [101] and Chartrand and Zhang [18].

2.4 Exercises

All digraphs in these exercises are assumed to be finite.

2.1. Let T be a theory in a signature consisting of a single binary
relation symbol A. Explain why it would be permissible to introduce a
new relation symbol B defined as in (a), but neither (b) nor (c) will work as
a definition of B:

(a) ∀x∀y(Bxy ↔ ∃zAxz).

(b) ∀x(Bxx↔ ∃z(Axz ∧Azx)).

(c) ∀x∀y∀z(Bxy ↔ (Axz ∧Azy)).
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Solution. (b) The definition doesn’t tell us when Bxy holds with x and
y standing for different elements.
(c) Suppose M is a Σ-structure with at least two elements 0 and 1, and Aab
holds for elements a, b of M if and only if a = b. Assume the definition (c).
Then in M , reading (c) from right to left and taking 0 for each of x, y, z, we
have

(A00 ∧A00)→ B00.

Reading (c) from left to right, and taking 0 for x, y and 1 for z we have

B00→ (A01 ∧A10).

But in M , A00 is true and A01 is false. So the definition has led to a contra-
diction.

2.2.

(a) Show that if T is a consistent finite theory whose skolemisation con-
tains a constant but no function symbols, then T has a finite model.
[For simplicity you can assume there is no = in the language.]

(b) Write down a consistent finite theory with no function symbols but
no finite model.

Solution. (a) Since T is finite, we can choose a finite signature Σ such
that T is in L(Σ). Then the construction of Σsk makes it finite too, and we
can suppose that Σsk contains a constant but no function symbols. So the
Herbrand universe of T is nonempty and finite, since it consists of just the
finitely many constants in Σsk. The Herbrand theory Hr(T ) will be a finite
set of quantifier-free sentences. Since Hr(T ) is consistent by REF, there is
a model M of Hr(T ). Now the truth or falsehood in M of any quantifier-
free atomic sentence θ is unaffected if we remove from M all elements not
named by constants in θ. So we can remove fromM all elements not named
by any of the finitely many constants in the Herbrand universe, and the
result is a finite model of Hr(T ). By THE PROOF OF ABOVE, this model is
also a model of T .

(b) ∀x∀y∀z(Bxy ∧Byz → Bxz), ∀x∀y(Bxy → ¬Byx), ∀x∃yBxy.

2.3. Skolemise the following sentences.

(a) ∀x∃y(Bx→ Ay).

(b) ∀x∃yBxy.
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(c) ∀x(∀yBxy → ∃z∀w(Bzx→ Bzw)).

Which of them have skolemisations with only Skolem constants (as op-
posed to Skolem functions)? Solution. (a) ∀x(Bx→ Af(x)).
(b) ∀xBxg(x).
(c) ∀x(Bxf1(x)→ ∀w(Bf2(x)x→ Bf2(z)w)).
In (a) we can first move the quantifiers inside: (∃xBx → ∃yAy), and then
move them out again but in the opposite order: ∃y∀x(Bx → Ay). This al-
lows the skolemisation ∀x(Bx → Ac). But this is impossible with (b). For
suppose that Bxy means x < y; then in the natural numbers ∀x∃yBxy is
true, but there is no number c such that ∀xBxc. A similar argument shows
that we need Skolem functions for (c).

2.4. Let T consist of the sentence ∃x∀y(Cxy ↔ ¬Cyy). Show that T is
inconsistent by showing that Hr(T ) is inconsistent.

Solution. The simplest skolemisation is ∀y(Ccy ↔ ¬Cyy) with the
Skolem constant c. The Herbrand universe consists of just c, so Hr(T ) has
just the one sentence (Ccc↔ ¬Ccc). This sentence is clearly inconsistent.

2.5. Let Γ be the following digraph, where the nodes and edges have
been labelled for convenience of reference.

(2.4.1)

q 1
6
c

r
3

��
���

b

q2
H
HHHj

a

(a) Show that Γ has exactly seventeen distinct subgraphs. (b) Some of these
subgraphs are isomorphic to each other; show that counting up to isomor-
phism, there are just seven distinct subgraphs of Γ.

Solution: (b) Any subset of {1, 2, 3, a, b, c} describes a subgraph of Γ pro-
vided that it contains at least one node, and if it contains an arrow then it
contains the source and target of that arrow. This allows the following pos-
sibilities. With three arrows: {1, 2, 3, a, b, c}. With two arrows: {1, 2, 3, a, b},
{1, 2, 3, b, c}, {1, 2, 3, a, c}. With one arrow: {1, 2, 3, a}, {1, 2, a}, {1, 2, 3, b},
{2, 3, b}, {1, 2, 3, c}, {1, 3, c}. With no arrows: {1, 2, 3}, {1, 2}, {1, 3}, {2, 3},
{1}, {2}, {3}. (b) Eliminating subgraphs that are isomorphic to ones ear-
lier in the list leaves the following: {1, 2, 3, a, b, c}, {1, 2, 3, a, b}, {1, 2, 3, a},
{1, 2, a}, {1, 2, 3}, {1, 2}, {1}.
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2.6. A digraph is said to be rigid if there is exactly one isomorphism
from the digraph to itself. Show that the trinity digraph is rigid. (This was
part of Aquinas’ argument in support of adding the filioque clause to the
Creed; see Summa Theologica part 1 q. xxxvi art.2.)

Solution. Number the nodes of the trinity digraph Γ:

q1

?q
2

HHH
Hj q3
��

���

Let (i, j) be an isomorphism from Γ to Γ. The node 1 is the only node with
in-valency 0, so i(1) = 1. The node 2 is the only node with out-valency 0,
so i(2) = 2. This implies that i(3) = 3, and it forces j to be the identity as
well.

2.7. Let Γ be the following digraph. The arrows are the words in the set
W below, and the nodes are the consonants that occur in these words; the
source of an arrow is the consonant at the beginning of the word, and the
target of the arrow is the consonant at the end of the word.

W = { bib, cow, din, gas, men, peg, rot, rub, sip, tut, wok }

Show that Γ has four connected components, one of them circular, one of
them a track, one of them linear but not a track, and one of them with two
loops.

Solution: {peg, gas, sip} gives a circular component, {cow, wok} a
track, {men, din} a linear digraph that is not a track, and {bib, rot, rub,
tut} gives the fourth connected component with loops provided by bib and
tut.

2.8. Show that, counting up to isomorphism, there are four circular
digraphs of node size 4.

Solution. We could simply list them, but this wouldn’t prove that there
are no possibilities that we missed. A better argument: take any circular
digraph of node size 4, choose one arrow and draw it at the top, point-
ing to the right. The remaining three arrows can each go in either of two
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directions, giving 23 = 8 possibilities:

1. 2. 3. 4. 5. 6. 7. 8.
-

? ?-

-

?
6

-

-

? ?�

-

?
6

�

-
6
?-

-
6 6
-

-
6
?�

-
6 6
�

Now inspection shows that 1 and 6 are isomorphic; 2, 3, 5 and 8 are isomor-
phic; 4 and 7 are not isomorphic to any of the others; and these are all the
isomorphisms.

2.9. Let Γ be a finite acyclic connected digraph, whose nodes are listed
as µ1, . . . , µn in such a way that for each hwith 1 < h 6 n, µh is a neighbour
of some node in {µ1, . . . , µh−1}. Show that if 1 6 j < h 6 n then there is a
path that has end nodes µj and µh, and contains only nodes µi with i 6 h.
(Cf. Lemma 2.3.18 above.)

Solution. Consider any h with 1 < h 6 n. By a ladder to h we mean a
sequence

µi1 , . . . , µik

where 1 = i1 < i2 < . . . < ik = h, and for each j (1 6 j < k), µij and µij+1

are neighbours.
We claim that if 1 6 h 6 n then there is a ladder to h. If h = 1 then this

is trivial, taking the sequence consising of just µ1. If 1 < h it is proved by
starting at µh, choosing some µi ∈ {µ1, . . . , µh−1} that is a neighbour of µh,
and likewise some neighbour of µi in {µ1, . . . , µi−1}, and so on backwards
until we reach µ1.

Now if 1 6 j < h 6 n then by the claim there are a ladder to j and a
ladder to h. These two ladders have at least one node in common, namely
µ1. Let i be the greatest number such that µi is in both ladders. The required
path is got by taking the ladder to h, running it backwards from µj as far
as µi, and then running forwards from µi to µh along the ladder to h. �



Chapter 3

Peripatetic preliminaries

3.1 Subject and predicate

The definitions in this section are not traditional. They set up a modern
framework that allows us to discuss several different parts of Ibn Sı̄nā’s
logic in parallel.

Definition 3.1.1 (a) By a subject-predicate tag, or for short a tag, we mean
an ordered pair (B,A) of distinct relation symbols. (For this purpose
we regard propositional symbols as relation symbols of arity 0, so that
propositional logic can be included.) The symbols B and A are called
respectively the subject symbol and the predicate symbol of the tag.

(b) By a sentence form we mean a function f whose domain is a class of
tags, such that for each tag (B,A) in the domain, f(B,A) is a sen-
tence of a formal language (first-order unless we specify otherwise),
satisfying the two conditions

If (B,A) and (B′, A′) are tags in the domain of f , then f(B′, A′)
is the sentence got from f(B,A) by substituting B′ for each oc-
currence of B and A′ for each occurrence of A.

(In some logics the sentences f(B,A) may contain other relation sym-
bols besides B and A. These other relation symbols will always be
reserved symbols that can’t be used in tags.)

(c) By a subject-predicate logic L we mean a family of sentence forms, all
with the same domain, such that if f and f ′ are sentence forms of L

43
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and (B,A), (B′, A′) are tags in their domain, then

If f(B,A) = f ′(B′, A′) then f = f ′, B = B′ and A = A′.

This condition allows us to speak unambiguously of the form of the
sentence f(B,A) and the subject symbol and predicate symbol of this
sentence.

(d) The sentences of L are the sentences f(B,A) where f is any sentence
form of L and (B,A) any tag in the domain of f . A theory of (or in)
L is a set of sentences of L. More generally a formal subject-predicate
sentence is a sentence of some subject-predicate logic.

(e) We use Greek letters φ, ψ etc. to range over formal subject-predicate
sentences, and letters A,B,C etc. for relation symbols. (See BELOW
for the reason why they are often taken in inverse alphabetical order.)
If a formal subject-predicate sentence is introduced as φ(B,A), this
means that the sentence φ has subject symbolB and predicate symbol
A. In this context, φ(D,C) means the same sentence with B replaced
by D and A replaced by C.

(In Arabic ‘subject’ is mawd. ūc, ‘predicate’ is mah. mūl and ‘sentence’ is
qawl.)

Note the requirement in (a) that the two relation symbols in a tag are
distinct.

History 3.1.2 Aristotle used a phrase of the form ‘A is predicated of all B’ to
express ‘Every B is an A’. The Arabic translators preferred the phrasing with
‘Every’ at the front, but they preserved Aristotle’s ordering of the letters. Hence
the habit of taking the relation symbols in inverse alphabetical order.
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History 3.1.3 The requirement in (a) in Definition 3.1.1, that B and A must be
distinct relation symbols, is purely syntactic; nothing prevents two different
relation symbols from being given the same interpretation. But for a Peripatetic
writer like Ibn Sı̄nā, syntax is always an outward manifestation of underlying
structured meanings. So does Ibn Sı̄nā intend that the subject and predicate of
a sentence should have or be different meanings? At Qiyās [55] i.7, 66.4 he gives
an example

If there is movement then there is movement;
but there is movement;
so there is movement.

where the propositional predicate of the first sentence repeats the subject; he
describes the example as ‘ugly’. But in this example the subject and predi-
cate are syntactically the same, so (as often in Ibn Sı̄nā) the example doesn’t
resolve what to us are the obvious questions. It seems that Ibn Sı̄nā has nothing
approaching a workable way of individuating meanings; so we miss nothing
essential if we regard requirement (a) as purely syntactic. But there might be
more to be said about this.

Definition 3.1.4 An instance of a formal subject-predicate sentence φ is a
natural-language sentence got by choosing texts for each of the relation
symbols, and then translating the formal sentence into natural language,
using the chosen texts to translate the relation symbols. The chosen texts
are called the terms of the instance; we distinguish them as the subject term
and the predicate term of the instance. (‘Term’ in Arabic is h. add, plural
h. udūd.)

There are a number of other properties that subject-predicate logics tend
to have, though for simplicity we stop short of adding them to the defini-
tion. One such property is that each form has a contradictory negation; see
(1) in Section 3.2 below. Another is that the sentences of the logic never use
the symbol =.

It will be helpful to have a working example of a subject-predicate logic,
as follows.

Definition 3.1.5 We write Luas for the subject-predicate logic called unaug-
mented assertoric logic. This logic has four sentence forms:

(3.1.1) (a, uas), (e, uas), (i, uas), (o, uas).
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The domain of each of these forms is the class of pairs (B,A) of monadic
relation symbols (cf. Definition 2.1.1 above). These sentence forms take tags
(B,A) to sentences as follows:

(a, uas)(B,A) : ∀x(Bx→ Ax)
(e, uas)(B,A) : ∀x(Bx→ ¬Ax)
(i, uas)(B,A) : ∃x(Bx ∧Ax)
(o, uas)(B,A) : ∃x(Bx ∧ ¬Ax)

Figure 3.1: Unaugmented assertoric sentences

(See History 5.1.3 below for the origin of the labels a, e, i, o, and Definition
5.1.2(c) for the name ‘unaugmented’.)

History 3.1.6 Unaugmented assertoric logic is not one of the logics that
Ibn Sı̄nā studies. Nor does it support the procedures of Aristotle’s asser-
toric syllogistic (for example we don’t have ‘(a)-conversion’ (a, uas)(B,A) `
(i, uas)(A,B), cf. Definition 3.3.9(c)). It appears very briefly at p. 24 in Frege’s
Begriffsschrift [29], and Frege has been taken to task for misrepresenting Aristo-
tle by mentioning it. But presumably Frege was indicating correlations between
his own formalism and sentences studied by Aristotelian logicians of his own
time, not offering a scholarly interpretation of Aristotle.

Definition 3.1.7 Let L be a subject-predicate logic and T a theory in L. The
subject-predicate digraph of T , Γ(T ), is a labelled digraph (cf. Definition 2.3.2)
such that

(a) The nodes of Γ(T ) are in 1–1 correspondence with the set of relation
symbols occurring as subject or predicate symbols of sentences of T ;
each node is labelled with the corresponding relation symbol.

(b) The arrows of Γ(T ) with source labelledB and target labelledA are in
1–1 correspondence with the set of sentences of T with subject sym-
bol B and predicate symbol A; each arrow is labelled with the corre-
sponding sentence.

Example 3.1.8 Here is a theory in Luas:

(3.1.2) ∀x(Cx→ Bx), ∀x(Bx→ Ax), ∃x(Cx ∧ ¬Ax)
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The subject-predicate digraph of this theory is

(3.1.3)

q
?

∃x(Cx ∧ ¬Ax)

q
C
H
HHHj

∀x(Cx→ Bx)q B
���

�� ∀x(Bx→ Ax)
A

Definition 5.3.9 below will describe some conventions for writing subject-
predicate digraphs.

There is some redundancy in the diagram (3.1.3): the terms are given
twice, at the nodes and in the sentences. There would be no loss of infor-
mation if we replaced the sentences by their sentence forms:

(3.1.4)

q
?

(o, uas)

q
C
H
HHHj

(a, uas)q B
���

�� (a, uas)
A

Definition 3.1.9 Let L be a subject-predicate logic, T a theory in L and Γ
the subject-predicate digraph of T . Then we say that T is graph-circular if Γ
is circular (cf. Definition 2.3.17); similarly graph-linear (cf. Definition 2.3.15),
graph-acyclic etc.

Thus for example the theory (3.1.2) is graph-circular.

3.2 Negation

Negation in Peripatetic logic is more complicated than in most modern log-
ics. Ibn Sı̄nā used five distinct forms of negation, and not all of them are
straightforward to formalise.

(1) Contradictory negation
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Definition 3.2.1 LetL be a subject-predicate logic. We say thatL has contra-
dictory negations if for every sentence form f of L there is a unique sentence
form g of L such that

For each tag (R,S), g(R,S) is logically equivalent to ¬f(R,S).

We call g the contradictory negation of f , and g(R,S) the contradictory nega-
tion of f(R,S); we write g = f and g(R,S) = f(R,S). (The Arabic for
‘contradictory negation’ is naqı̄d. .)

Lemma 3.2.2 φ = φ, and if ψ = φ then φ = ψ. �

When Ibn Sı̄nā introduces a logic, he first sets out the logical relations
between single sentences. We will follow this practice. After setting out the
sentence forms and their meanings, we will determine, for any sentence
forms f and g, where there are entailments between

(3.2.1)
f(R,S), f(R,S), f(S,R), f(S,R),

g(R,S), g(R,S), g(S,R), g(S,R),

including the case where f = g. For a logic like core 2D logic, which has
sixteen sentence forms, the task is not negligible.

Example 3.2.3 In unaugmented assertoric logic Luas the sentence forms
(a, uas) and (o, uas) are the contradictory negations of each other, and the
sentence forms (e, uas) and (i, uas) are the contradictory negations of each
other.

(2) Simple negation

For most subject-predicate logics the sentence forms come in pairs; in
each pair one form is counted as an affirmation (ı̄jāb) or as affirmative (mūjib),
and the other form is counted as a denial (salb) or as negative (sālib); the
second is called a simple negative (sālib bası̄t. , e.g. cIbāra 78.10). All of this
terminology carries over also to the resulting sentences and propositions.
In most such pairs the main difference between the affirmative sentence
and its negative twin is that the negative sentence has a negation ¬ in front
of the predicate symbol, though there are usually other differences too. In
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PROPOSITIONAL LOGIC PL3 BELOW the negative sentence has its nega-
tion added to the subject symbol of the affirmative, not the predicate sym-
bol.

Example 3.2.4 In unaugmented assertoric logic Luas the forms (a, uas) and
(e, uas) make an affirmative/negative pair; likewise (i, uas) and (o, uas).
This example is unusual in that the simple negative is exactly the affirma-
tive with the predicate symbol negated.

(3) Metathesis

The Arabic tradition retained a notion that was not always present in
western Peripatetic logic, namely metathesis (cudūl, cIbāra [54] 82.4, 92.2f).
In metathesis a negation occurs, but it is reckoned to be a part of the term
where it occurs, not a part of the form. So for example an affirmative sen-
tence φ stays affirmative if a metathetic negation is put on the predicate
symbol; the resulting sentence need not be logically equivalent to the sim-
ple negation of φ.

Metathesis is a challenge to our notion of a subject-predicate logic. One
possible way to incorporate it is to allow tags to contain not just relation
symbols but also negated relation symbols, as for example (B,¬A). But
this is only a cosmetic patch for a major problem, which is that the whole-
sale use of metathesis is tantamount to allowing negation to occur wher-
ever you want, and this makes large parts of the Peripatetic view of logic
pointless. We will face this problem in Chapter ON METATHETIC LOGIC,
with Ibn Sı̄nā’s most advanced form of propositional logic.

(4) Sentence negation

Writing in Arabic, Ibn Sı̄nā could negate a sentence by putting ‘It is not
the case that’ (laysa) at the beginning of it. This was a gift from Arabic,
and not a feature of Peripatetic logic in general. Though Ibn Sı̄nā uses this
device constantly, he tends to use it in ways that don’t really increase the
expressive power of his logic. So for example he sometimes expresses a
contradictory negation f as ‘laysa f ’. He also uses this sentence negation
as a computational device for calculating the contradictory negations of
complicated sentence forms: he begins by putting laysa at the front and
then moves the negation inwards by de-Morgan-like rules.
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History 3.2.5 Even in Arabic this negation has to be handled with care. For
example ‘laysa some As are Bs’ means ‘Some As are not Bs’ and not ‘It is not
the case that someAs areBs’; this results from a freak interaction between laysa
and bacd. ‘some’, which Ibn Sı̄nā notes at cIbāra [54] 54.6f, Qiyās [55] 37.10f. But
laysa kull does mean ‘Not every’ (with kull = ‘every’), and in several places Ibn
Sı̄nā accepts laysa laysa kull as equivalent to just kull. See [44] for examples and
discussion.

(5) Privation

Ibn Sı̄nā also recognises a form of lexical negation known as privation
(Arabic cadam); for example the privation of ‘seeing’ is ‘blind’, whereas its
metathetic negation is ‘not seeing’. Privation doesn’t show up in formal
logic, so we say no more about it.

3.3 Productivity and conclusions

The notion of ‘theory’ in Definition 3.1.1(d) above is from modern logic,
not from Peripatetic logic. In fact for Ibn Sı̄nā the premises of an inference
are not a set but a structure. The structure consists of a graph-linear set
of sentences, together with a direction for the linear ordering. Likewise
the conclusion of an inference is not just any sentence that follows from the
premises, but a sentence related to the structure of the premises in a specific
way. Here are modern versions of Ibn Sı̄nā’s definitions.

Definition 3.3.1 Let L be a subject-predicate logic.

(a) By a premise-sequence in L we mean a graph-linear theory T in L to-
gether with an ordered pair [B,A] of distinct relation symbols such
that B and A are the node labels of the two end nodes of the subject-
predicate graph Γ(T ) of T ; we call [B,A] a direction of T . We write the
premise-sequence as T [B,A]. (Ibn Sı̄nā calls a premise-sequence ei-
ther ta’lı̄f (literally ‘composition’) or qarı̄na (literally ‘linkage’). ‘Premise’
is muqaddama.)

(b) The length of the premise-sequence T [B,A] is the number of sentences
in T . When the length is 2 we also call T [B,A] a premise-pair.

(c) The symbols B and A are called the extremes of T [B,A]; B is the mi-
nor extreme and A is the major extreme. The relation symbols of T that
are not either B or A are called the middle symbols of T . (In Arabic ‘ex-
treme’ is t.araf ; ‘middle’ is ’awsat. . ‘Minor extreme’ and ‘major extreme’
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should be al-t.araf al-’as. ḡar and al-t.araf al-’akbar respectively, though in
practice Ibn Sı̄nā uses less direct descriptions in place of these.)

(d) The unique sentence of T containing the minor extreme is called the
minor premise, and the unique sentence of T containing the major ex-
treme is called the major premise. (In Arabic ‘minor premise’ is al-
muqaddamat al-s.uḡrā and ‘major premise’ is al-muqaddamat al-kubrā.)

(e) We write the premise-sequence T [B,A] as<φ1, . . . , φn> [B,A] where
φ1 is the minor premise, φn is the major premise, and the sentences
φ1, . . . , φn are the sentences of T in the order in which they appear in
the subject-predicate graph Γ(T ). Note that if n ≥ 2 then the direction
[B,A] can be recovered from<φ1, . . . , φn> and so can be omitted in
the notation.

If φ is a sentence whose relation symbols are B and A, note the differ-
ence between the sentence φ(B,A) and the theory {φ}[B,A]. The notation
φ(B,A) means that φ has subject symbol B and predicate symbol A. The
notation {φ}[B,A] means that the one-sentence theory {φ} is taken to have
B as its first extreme and A as its last extreme, regardless of which way
round they are in φ. The next definition will show these two notions inter-
acting.

With the aid of Definition 3.3.1 and the notions of ‘stronger’ and ‘weaker’
from Definition 2.1.21, we can define the two notions that Ibn Sı̄nā picks out
as the main contributions of logic to science in general, as follows.

Definition 3.3.2 Let L be a subject-predicate logic and T [B,A] a premise-
sequence in L.

(a) We say that T [B,A] is productive (Arabic muntij) if there is a sentence
χ(B,A) of L such that T [B,A] ` χ(B,A). If T [B,A] is not produc-
tive, then it is said to be sterile (Arabic caqı̄m).

(b) Suppose χ(B,A) is a sentence of L. Then we say that T [B,A] yields
(Arabic yuntiju) χ(B,A), and that χ(B,A) is a conclusion (Arabic natı̄ja)
of T [B,A], in symbols

T [B,A] B χ(B,A),

if:

(i) T [B,A] ` χ(B,A) (so that T [B,A] is productive), and
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(ii) if θ(B,A) is any sentence of L which is stronger than χ(B,A),
then T [B,A] 6` θ(B,A).

In fact there is usually a single strongest χ as in (i), (ii) above, so that we
can speak of ‘the conclusion’ of the premise-sequence. See Exercise 9.3 for
a premise-pair in two-dimensional logic with two incomparable strongest
conclusions.

Example 3.3.3 In unaugmented assertoric logic Luas, the theory of Exam-
ple 3.1.8 above is inconsistent, so any two of its sentences entail the contra-
dictory negation of the third. In particular

(3.3.1) ∃x(Cx ∧ ¬Ax), ∀x(Bx→ Ax) ` ∃x(Cx ∧ ¬Bx).

Now

(3.3.2) ∃x(Cx ∧ ¬Ax), ∀x(Bx→ Ax)

forms a premise-pair with minor extreme C and major extreme B, call
it U [C,B]. By (3.3.1) this premise-pair entails ∃x(Cx ∧ ¬Bx), which is
(o, uas)(C,B). So U [C,B] is productive, yielding the conclusion ∃x(Cx ∧
¬Bx). The premise-pair U [B,C] has the same two premises as U [C,B] but
in the opposite order:

(3.3.3) ∀x(Bx→ Ax), ∃x(Cx ∧ ¬Ax).

By Definition 3.3.2 a conclusion ofU [B,C] would have to have subject sym-
bol B and predicate symbol C. There is no such conclusion in Luas, and
so U [B,C] is sterile. (Ibn Sı̄nā is explicit about this; ∃x(Cx ∧ ¬Bx) can’t
count as a conclusion of U [B,C]; Qiyās ii.4, 110.9–111.1.) So a productive
premise-sequence can become sterile if we reverse the direction. See also
Lemma 7.2.2 on goclenian sequences, which are not sterile but have what
seems the wrong conclusion.

Definition 3.3.4 Let<φ1, . . . , φn> [A0, An] be a premise-sequence, and list
as A0, . . . , An the relation symbols of this sequence, in the order in which
they occur in the subject-predicate digraph, beginning with the minor sym-
bol A0.

(a) Each sentence φi has relation symbols Ai−1 and Ai. We say that φi
is forwards in the premise-sequence if φi has subject symbol Ai−1 and
predicate symbol Ai, and that φi is backwards in the premise-sequence
otherwise.
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(b) If Ai is a middle symbol, we say that Ai is a switchpoint if exactly one
of φi and φi+1 is forwards. If Ai is an extreme, we say that Ai is a
switchpoint if the sentence containing Ai is forwards.

(c) If<ψ1, . . . , ψm> [B0, Bm] is also a premise-sequence, we say that the
two premise-sequences have the same figure if m = n and for each i
with 1 6 i 6 n, φi is forwards in<φ1, . . . , φn> [A0, An] if and only if ψi
is forwards in<ψ1, . . . , ψm> [B0, Bm]. Clearly this is an equivalence
relation on premise-sequences; the equivalence classes of this relation
are called figures. (In Arabic ‘figure’ is šakl.)

(d) We call a premise-sequence and its figure prograde if all its sentences
are forwards; we call a premise-sequence and its figure retrograde if
all its sentences are backwards.

For example if T [B,A] has length two, then there are four possible fig-
ures that it might have, listing from left to right (so that→ is forwards and
← is backwards):

(3.3.4)

(1) →→.

(2) →←.

(3) ←→.

(4) ←←.

In (1) there are switchpoints at the two ends; in (2) there are switchpoints
at the left and in the middle; in (3) there are switchpoints at the right and
in the middle; in (4) there are no switchpoints. (1) is prograde and (4) is
retrograde.

Definition 3.3.5 The four figures in (3.3.4) are known respectively as the
first figure, the second figure, the third figure and the fourth figure.

Definition 3.3.6 Let T [B,A] and U [D,C] be premise-sequences. We say
that T [B,A] and U [D,C] have the same mood if there is a bijection from the
subject and predicate symbols used in T [B,A] to those used in U [D,C],
which translates T [B,A] into U [R,S]. The relation of having the same
mood is clearly an equivalence relation between premise-sequences; an
equivalence class of this relation is called a mood (Arabic d. arb).
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Two premise-sequences with the same mood must have the same figure
too; so each mood has a figure, and the figures can be subdivided into
their moods. In practice the term ‘mood’ is often restricted to moods of
productive premise-pairs.

Lemma 3.3.7 Let T [B,A] and U [D,C] be premise-sequences in the same mood.
If T [B,A] is productive then so is U [D,C]. Moreover if χ(B,A) is a conclusion
of T [B,A] then χ(D,C) is a conclusion of U [D,C].

Proof. Suppose T [B,A] is productive with conclusion χ(B,A). Since
T [B,A] and U [D,C] have the same mood, there is some permutation π
of the set of subject or predicate symbols in the sentences involved which
takes T [B,A] toU [D,C]; then π takes χ(B,A) to χ(πB, πA), which is χ(D,C).
There may be other relation symbols beside B, A, D, C in these premise-
sequences and sentences, but by Definition 3.1.1 these other relation sym-
bols are not changed when π is applied. It follows that U [D,C], χ(D,C)
comes from T [B,A], χ(B,A) by a permutation of the relation symbols, and
hence any inference relations that hold or fail between sentences of T [B,A],
χ(B,A) also hold or fail to hold between the corresponding sentences of
U [D,C], χ(B,A). �

Definition 3.3.8 We define an instance of a premise-sequence T [B,A] in the
same way as an instance of a single formal subject-predicate sentence (Def-
inition 3.1.4 above), but using text for each relation symbol occurring as
subject or predicate symbol of any sentence in T [B,A]; the same text is
used for each occurrence of the same relation symbol. As in Definition
3.1.4, the texts are called terms; the term replacing the minor extreme is the
minor term, that replacing the major extreme is the major term, and the re-
maining texts are middle terms. (In Arabic ‘term’ is h. add, ‘minor term’ is
al-h. add al-’as. ḡar, ‘major term’ is al-h. add al-’akbar and ‘middle term’ is al-h. add
al-’awsat. .)

Productive premise-sequences of length 1 give us single-premise infer-
ences. One case is worth noting here.

Definition 3.3.9 Let<φ(B,A)> [A,B] be a retrograde premise-sequence of
length 1.

(a) If this premise-sequence is productive, we say that it, and the sen-
tence φ(B,A), are convertible (Arabic muncakis), and its conclusion
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χ(A,B) is a converse (Arabic caks) of φ(B,A); if (as often) this is the
unique conclusion, we call it the converse of φ(B,A).

(b) If φ(B,A) and χ(A,B) are each a converse of the other, we say that the
premise-sequence in (a) above converts symmetrically (Arabic yancakisu
mit

¯
la nafsih). Warning: Ibn Sı̄nā (and not he alone) sometimes de-

scribes a sentence as ‘convertible’ meaning that it converts symmetri-
cally.

(c) The process of passing from φ(B,A) to its converse is called conversion
(also caks in Arabic). When φ is a sentence of the form (f), we speak
of (f)-conversion.

3.4 Exercises

3.1. Suppose T is a theory in Luas, and the Σ-structure M is a model of
T . Let N be the Σ-structure got from M by adding one or more new ele-
ments to the domain of M , and requiring that AN = AM for every relation
symbol A in Σ. Show that N is again a model of T . (We will see that the
analogous result fails for metathetic logic.)

Solution. From their meanings, the truth-value of any of the sentences
(a, uas)(B,A), (e, uas)(B,A), (i, uas)(B,A) and (o, uas)(B,A) is never al-
tered just by adding new elements that are not in B. (Or for a rigorous
proof one can use the truth definition.)

3.2. Draw the subject-predicate digraph of the following premise-sequence
in unaugmented assertoric logic, with direction [F,A]:

∀x(Ex→ Fx), ∃x(Dx∧Ex),∀x(Dx→ Cx), ∀x(Bx→ ¬Cx), ∀x(Ax→ Bx).

Which nodes are switchpoints? Is the premise-sequence productive? (An
informal argument will suffice.)

Solution. The digraph:

(3.4.1) a
F

�
(a, uas) q

E

�
(i, uas) a

D

-
(a, uas) a

C

�
(e, uas) a

B

�
(a, uas) a

A

The switchpoints are D and C. The premise-sequence is productive
and has conclusion ∃x(Fx ∧ ¬Ax), i.e. (o, uas)(F,A). We can deduce this
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conclusion as follows. By the second sentence there is a such that Da and
Ea. By the first sentence, Fa. By the remaining sentences read from left
to right, Ca, so ¬Ba, so ¬Aa. Writing T [F,A] for the premise-sequence,
this proves T [F,A] ` (o, uas)(F,A). To improve the ` to B we need to
show that T entails no other sentence f(F,A). Let M be any model of T .
By the argument above, FM is not empty. But M remains a model if we
take BM and AM to be empty, and this shows that neither (i, uas)(F,A)
nor (a, uas)(F,A) is deducible from T . Alternatively we can add a new
element b to FM , AM and BM and still have a model of T , showing that
(e, uas)(F,A) is not deducible either.

3.3. We consider premise-sequences T [B,A] of length n.

(a) Show that the number of switchpoints of T [B,A] is always an even
number.

By Corollary 5.3.5(b) and BELOW, in both assertoric logic and core two-
dimensional logic the figures containing productive premise-sequences are
exactly those with either 0 or 2 switchpoints. Show:

(b) The total number of figures of length n is 2n.

(c) The number of figures of length n with either 0 or 2 switchpoints is
(n2 + n+ 2)/2.

Solution: (a) Consider the internal switchpoints, i.e. those that are not
first or last term. If the number of internal switchpoints is even, then the
first and last sentences are both forwards (adding 2 switchpoints) or both
backwards (adding 0 switchpoints). If the number of internal switchpoints
is odd, then exactly one of the first and last sentences is forwards, adding 1
switchpoint.

(b) Each of the n sentences is either forwards or backwards.

(c) The number of figures of length nwith 2k switchpoints is
(
n+ 1

2k

)
.

When k = 0 this is 1; when k = 1 it is (n2 + n)/2. [For these figures see
Meredith’s formulas in Lukasiewicz [73] p. 42.]

3.4. Let L be the logic Luas.

(a) Show that if T [B,A] is a premise-sequence of Luas in a first-order lan-
guage L(Σ), then some Σ-structure M is a model of T with exactly
two elements, such that for each relation symbol R in Σ, RM has car-
dinality 1. [Go by induction on the length of T [B,A].]
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(b) Show that for every positive natural number n there is a set of sen-
tences of Lwhich has a model of cardinality n but no model of cardi-
nality < n.

History 3.4.1 3.4(a) shows that the logic Luas doesn’t have the the resources to
allow us to deduce a conclusion from a formally inconsistent set of premises.
The same willl apply to other logics BELOW. This agrees with Ibn Sı̄nā’s own
analysis (in Chapter BELOW) that in order to formalise reductio ad absurdum
we need to move to a more complicated kind of language.

3.5. Let T be a subject-predicate theory in a language L(Σ), such that
for every sentence φ in T , (i) = doesn’t occur in φ and (ii) the only symbols
of Σ that occur in φ are the subject and predicate symbols. Suppose every
connected component of T has a model. Show that T has a model.

Solution: Let the distinct connected components of T be {Ti : i ∈ T},
and for each i ∈ I let Σi be the set of symbols of Σ that occur in Ti. Then if
i 6= j, Ti and Tj have no overlap in their subject and predicate symbols, and
so by (ii) the signatures Σi are pairwise disjoint. Also by (ii) we can assume
that Σ is the union of the signatures Σi and it contains no function symbols.
Now each Ti has a model Mi, and we can take Mi to be a Σi-structure.
By Lemma 2.1.16 and (i) we can assume that all the Mi have domains of
the same cardinality, and hence also that all the Mi have the same domain
X . Form the Σ-structure M with domain X by making its restriction to Σi

equal to Mi. Then M is a model of each Ti and hence of T .

3.6. Let T [D,C] be a productive premise-sequence of length nwith con-
clusion χ.. Show that the following are equivalent:

(a) T [D,C] has no switchpoints.

(b) T [D,C] is retrograde.

and that if n > 1 then (a) entails

(c) The automorphism group of the underlying abstract digraph of the
subject-predicate digraph of T ∪ χ is transitive on arrows.

Show that the implication (a)⇒ (c) fails if n = 1.

Solution. (a) ⇒ (b): Assume T [D,C] has no switchpoints. Then all
the sentences of T [D,C] have the same direction. Since the conclusion has
direction [D,C], all the sentences of T [D,C] must be backwards, i.e. (b).
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(b) ⇒ (a), (c): If T [D,C] is retrograde then the underlying abstract di-
graph is the circular digraph with n + 1 arrows, and all the arrows point
anticlockwise. So there are no switchpoints. Also the automorphism grop
of this digraph is the cyclic group of order n+ 1 generated by a turn taking
each arrow to its immediate successor.

(c)⇒ (a) if n > 1: Assuming (c), the automorphism group of the under-
lying abstract digraph Γ is a cyclic subgroup of the dihedral group Dn+1.
Since the group is transitive it has order n + 1 > 2, so the group is gener-
ated by a turn and not by a back-front involution. Hence all the arrows are
anticlockwise and there are no switchpoints.

If n = 1 and T [D,C] is prograde, then the digraph consists of two par-
allel arrows, and the automorphism group is transitive, switching the two
arrows.



Chapter 4

Avicennan preliminaries

4.1 Questions and methods

When Ibn Sı̄nā has set up a subject-predicate logic and defined its basic
notions, what questions does he reckon he needs to answer about the logic?
And given those questions, what should we as mathematical logicians aim
to prove about the logic?

This section is largely a checklist of requirements, but it gives us a con-
venient place to describe some methods for meeting those requirements.

Ibn Sı̄nā typically raises and attempts to answer the following questions
about a logic L.

Question One What are the logical relations between single sentences?

Question Two What are the productive premise-pairs, and for each such
premise-pair, what conclusion or conclusions does it have?

Question Three If a premise-pair has a given conclusion, how can we come
to know this fact?

Question Four If a premise-pair is sterile, how can we come to know this
fact?

Question Five How can we determine, given a premise-pair, whether or
not it is productive?

Question Six How can we tell, given a productive premise-pair, what con-
clusion it has?

59
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Questions Two to Six can also be asked about premise-sequences of length
greater than two. Ibn Sı̄nā treats these longer premise-sequences as a part
of analysis (Arabic tah. lı̄l, i.e. the art of applying formal logic to natural lan-
guage arguments). We treat it more fully in [47], but Chapter 8 below will
prove some of the mathematical preliminaries.

It’s worth noting that Questions Five and Six are not covered by Ques-
tions Three and Four; Ibn Sı̄nā gives them different answers and in different
places. Questions Three and Four ask for methods of proof, while Ques-
tions Five and Six ask for methods of effective calculation. In the West the
move towards effective methods of calculation in logic has sometimes been
credited to the Catalan scholar Ramon Llull (for example by Leibniz REF).
I thank Hans Daiber for pointing out that Llull was one of the few Scholas-
tics who could read Arabic, and that we know he read Ibn Sı̄nā. There is
as yet no evidence that Llull read those parts of Ibn Sı̄nā’s logic that raise
issues of effective calculation, but this is a historical question worth leaving
on the table.

For Question One Ibn Sı̄nā has no special methods. He seems to reckon
that the facts will be self-evident and can simply be listed. As a result he
does make mistakes in a few of the more complex cases; see Section 11.4
below.

For Question Two a prior question is how to list the premise-pairs.
There will be finitely many of them up to choice of tag, i.e. up to mood.
Ibn Sı̄nā follows Aristotle’s lead and lists the cases by figure, and then by
mood within the figures. In some cases (e.g. propositional logic REF) the
listing of moods is quite complex, but Ibn Sı̄nā is dauntlessly systematic.

The question of how to make effective lists had been raised already in
the eighth century by Al-K. alı̄l in connection with the design of dictionaries;
see Dichy [21]. We can see from Ibn Sı̄nā’s listings that he took the ques-
tion seriously. In his description of his proof search algorithm he raises a
question about listings and says that he will answer it in the Appendices to
Qiyās; sadly these Appendices haven’t come down to us. We don’t know
how far Ibn Sı̄nā was aware of earlier work on listing.

For Question Two itself, Ibn Sı̄nā seems to have used bare-hands cal-
culation—what he sometimes calls istik

¯
rāj, ‘working it out’. Since all his

logics can be expressed within decidable fragments of first-order logic, we
could get the same information by running the list of all moods through
a suitable computer program. But in this book we aim to find an explicit
syntactic description of the productive premise-pairs and their conclusions,
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and to prove its correctness. So our answer to Question Two will also yield
answers to Questions Five and Six.

There is an issue, easily missed, about where to look for conclusions. A
modern logician, working in first-order logic, would expect to be looking
for first-order conclusions—even if stronger second-order conclusions can
be drawn from the same first-order premises. We can’t transfer this kind of
expectation straightforwardly to Ibn Sı̄nā, since he doesn’t have our mod-
ern notion of a ‘logic’. A fortiori he doesn’t have our notion of a fragment;
see Definition 9.4.2(b) below. But he does have a notion that does some of
the same work. We can state it as a principle:

Definition 4.1.1 The Genetic Principle states that for each productive two-
premise inference, each feature of the conclusion is inherited from at least
one of the two premises. A premise is said to have the cibra (‘dominance’,
maybe) for a feature if it passes on this feature to the conclusion.

For example the conclusion will be negative only if one of the premises
is negative; so a negative premise always has the dominance for quality.
Ibn Sı̄nā does recognise occasional exceptions; for example in Darapti the
conclusion is existential but neither of the premises is existential. But in 2D
logic, if both premises are in the dt fragment then Ibn Sı̄nā will look for a
conclusion that is also in this fragment. I believe he does this because of
the Genetic Principle, and not because he thinks in terms of a dt logic. But
there may well be more to be said about this. (It is discussed in [45].)

Ibn Sı̄nā sees Question Three as asking for a proof calculus. But the cal-
culus is not in the first instance a device for establishing that certain things
are the case. Rather it’s a framework for describing thought processes that
lead us from the premises to the conclusion. So for example Ibn Sı̄nā gen-
erally avoids calculations that involve reducing one logic to another one,
presumably because these calculations belong more to mathematics than
to everyday thinking. He always starts from the proof procedures of Aris-
totle’s Prior Analytics i 5f, which he takes as a paradigm. Only when he can’t
find a way of adjusting Aristotle’s proofs does he do something new. This
does happen in several places in the dt fragment of his two-dimensional
logic. The facts here are mathematical, and we report them in Section 10.4.

For his propositional logic PL3 he adopts a completely different ap-
proach, and gives proofs that involve a systematic reduction to assertoric



62 CHAPTER 4. AVICENNAN PRELIMINARIES

logic. He sometimes speaks as if this change of approach was inevitable:

(4.1.1)
It has been explained from the facts of the case that a proposi-
tional syllogism becomes informative through being completed
by recombinant syllogisms. (Qiyās [55] ix.1, 415.9)

This approach gets him the right results, but I bet that very few of his read-
ers have ever recognised it as a description of their own thought processes.
This misfit is one of the features of PL3 that makes me suspect it is work in
progress.

In [47] we try to construct a single proof calculus that meets the require-
ments that Ibn Sı̄nā mentions. For example it covers premise-sequences of
any length, and pays due regard to Ibn Sı̄nā’s remarks about the bāl. In
this way we test how far his requirements are compatible with each other.
Ibn Sı̄nā’s logic is a good testbed for this kind of analysis, because he starts
with a rather simple and straightforward logic and then adds various kinds
of sophistication. The account in [47] relies on mathematical properties of
these logics as drawn out in the present book.

For Question Four Ibn Sı̄nā relies on Aristotle’s method for proving
sterility. But it becomes clear that he doesn’t understand it and is using it
by rote. This gives us an excuse to set out Aristotle’s method in a robust
form; it will then be clear how Ibn Sı̄nā should have adjusted it to his new
logics. We refer to the method as the method of pseudoconclusions.

Definition 4.1.2 Let L be a subject-predicate logic. A cover for L is a set C
of forms of Lwith the property that for every sentence f(R,S) of L there is
a form g ∈ C with g(R,S) ` f(R,S).

Of course the set of all sentence forms of L is a cover for L. But since
in practice the set of sentence forms of L is always finite, there is always a
unique smallest cover for L, namely the set of sentence forms of maximal
strength. See Corollary 5.2.5 and Corollary 9.3.3 below for covers of some
of Ibn Sı̄nā’s logics.

Theorem 4.1.3 Let L be a subject-predicate logic that has contradictory nega-
tions, and let C be a cover for L. Suppose T [B,A] is a premise-sequence of L.
Then the following are equivalent:

(a) T [B,A] is sterile.

(b) For each form g ∈ L there is a model Mg of the sentences in T [B,A] which
is also a model of g(B,A).
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Proof. (a) ⇒ (b). Suppose (b) fails; let g ∈ C be such that there is no
model of T [B,A] and g(B,A). Then T [B,A] ` g(B,A), proving that T [B,A]
is not sterile.

(b)⇒ (a). Suppose (a) fails. Then there is a sentence f(B,A) of L such
that T [B,A] ` f(B,A). By the cover property there is g ∈ C such that
g(B,A) ` f(B,A). Then no model of T [B,A] is a model of g(B,A), contra-
dicting (b). �

Definition 4.1.4 When (b) holds in Theorem 4.1.3, Aristotle at Prior Anal.
i.15, 34b16 describes the sentence g(B,A) as the conclusion of T [B,A]—
perversely, since it is not deduced from T [B,A]. Alexander of Aphrodisias
and Ibn Sı̄nā both copy this usage. We will describe g(B,A) as the pseudo-
conclusion of T [B,A].

Aristotle’s method for proving the sterility of T [B,A], given a cover C,
was to write down for each form g ∈ L a true instance of T [B,A] which has
g(B,A) as a pseudoconclusion. We use models rather than instances, but
otherwise the method is the same.

Example 4.1.5 In unaugmented assertoric logicLuas there is only one cover:
the set of all four forms (a, uas), (e, uas), (i, uas) and (o, uas). So for exam-
ple to prove the sterility of

(4.1.2) ∀x(Cx→ Bx), ∃x(Bx ∧Ax)

by the method of pseudoconclusions we need to show that no sentence
f(C,A) can be deduced from these premises, by finding for each of the
four possible values of f a corresponding model Mf :

• M = M(a,uas): domain {1}, CM = BM = AM = {1}.

• M = M(e,uas): domain {1}, CM = ∅, BM = AM = {1}.

• M = M(i,uas): as for (a, uas).

• M = M(o,uas): domain {1, 2}, CM = {1}, B = {1, 2}, AM = {2}.

Ibn Sı̄nā’s answer to Question Five was to write down syntactic nec-
essary and sufficient conditions for a premise-pair to be productive. He
probably aimed to give conditions that would apply across the whole of a
logic. But he didn’t manage to do this, even in assertoric logic. In assertoric
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logic he gives separate necessary and sufficient conditions for each of the
first three figures; they include clauses that apply to all three figures. In
Qiyās he regularly begins a listing of productive premise-pairs by stating
conditions for the premise-pairs in the relevant figure to be productive; he
calls such a condition a condition of productivity (Arabic šart. al-’intāj).

Likewise he aims to state rules which define, for a given productive
premise-pair, how to find the conclusion of the premise-pair. He often
writes as if each feature of the conclusion (such as being universal or be-
ing negative) is inherited from one or other of the premises; so the rules
can take the form of stating which of the two premises the conclusion ‘fol-
lows’ in respect of each feature. For this reason I call these rules the rules of
following.

For assertoric logic, Ibn Sı̄nā took his conditions of productivity and his
rules of following from earlier Peripatetic sources, most likely the commen-
tary of Philoponus on the Prior Analytics. They were simply a compendium
of observed facts. In Chapter 7 below we prove them, together with their
generalisations to arbitrary premise-sequences. In later chapters we give—
so far as we can—corresponding rules for Ibn Sı̄nā’s other logics.

As noted above, we will reach these rules by a different route from Ibn
Sı̄nā’s: for each logic in question we will prove a mathematical character-
isation of the productive premise-pairs and their conclusions. The gory
details will take up several dozen pages below. But let me comment briefly
on exactly what it is that we aim to characterise.

To match Ibn Sı̄nā’s lists, we need a characterisation of the premise-
sequences T [B,A] and sentences χ(B,A) such that the inference

(4.1.3) T [B,A] B χ(B,A).

holds. It will be convenient to characterise not the pairs as in (4.1.3), but
their antilogisms (cf. Definition 2.1.24) using contradictory negations:

(4.1.4) T ∪ {χ(B,A)}.

In most of our logics the theories (4.1.4) are minimal inconsistent, which
means the following:

Definition 4.1.6 A theory T is minimal inconsistent if T is inconsistent, and
for every sentence φ ∈ T , T \ {φ} is consistent. A Minimal Inconsistent
Theory will be called an MIT.

Lemma 4.1.7 Let T be an inconsistent first-order theory. Then some finite subset
of T is minimal inconsistent.



4.2. LOGIC AS A SCIENCE 65

Proof. By the Compactness Theorem (Theorem 2.1.23) there is a finite
n such that some set of n sentences in T is inconsistent. Take the least
such n and an inconsistent set U of n sentences in T . Then U is minimal
inconsistent. �

Minimal inconsistency is a powerful notion and very handy for proving
things. So we will usually start by characterising the minimal inconsistent
theories, and then among them we will select the antilogisms of the infer-
ences (4.1.3). This approach gives us important new information. In the
case of assertoric logic it turns out that all minimal inconsistent theories are
graph-circular; this explains why Aristotle and his successors could confine
their attention to premise-sequences and their conclusions. In the case of
two-dimensional logic there are minimal inconsistent theories that are not
graph-circular. Ibn Sı̄nā knew this but he seems not to have realised what
it implies for logics that extend Aristotle’s.

For some logics, experiment suggests that a variant of this route works
better. Instead of cutting down from the minimal inconsistent sets to the
antilogisms, we first cut down to a strictly smaller set of theories, namely
those that are optimal inconsistent in the following sense.

Definition 4.1.8 (a) A theory U is a weakening of the theory T if there is
a bijection i : U → T such that (i) for each φ ∈ U , iφ ` φ, and (ii) for
at least one φ ∈ U , φ 6` iφ.

(b) A theory T is optimally minimal inconsistent, or for short optimal incon-
sistent, if T is minimal inconsistent and there is no consistent weak-
ening of T .

These optimal inconsistent theories will give us the antilogisms of a
proper subclass of the inferences (4.1.3); we recover the full class of infer-
ences by allowing the premises to be strengthened, but not so much that
they yield stronger conclusions. This approach works well for core two-
dimensional logic, because there is a neat and simple characterisation of
the optimal inconsistent theories in this case.

4.2 Logic as a science

Ibn Sı̄nā counts logic as a science, more precisely as a theoretical science. In
several works he speaks about what kind of theoretical science logic is, and
these passages together form a kind of metatheory for logic. The book [45]
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discusses this more fully. Here we pick out some themes that are useful for
our present purposes.

Every theoretical science has a body of theorems. We can separate
these theorems into two groups in two different ways, giving a total of
four groups. First we can distinguish between those theorems that are self-
evident or self-justifying (these are the ‘principles’, mabādi’) and those that
are derived (Ibn Sı̄nā rather misleadingly calls these the ‘questions’, masā’il,
because they answer questions posed in developing the science). And sec-
ond we can distinguish those theorems whose justfication lies within the
science itself from those whose justification rests on a higher science. For
Ibn Sı̄nā there is only one science higher than logic, namely the part of
metaphysics that he calls First Philosophy; it handles basic questions about
existence, truth, concepts etc.

The main theorems of logic state that certain entailments hold; for ex-
ample they state that a given mood or group of moods is productive, and
that a given mood has a conclusion of such-and-such a form. The simplest
case for a modern logician to understand is where these theorems are de-
rived within the science of logic. In other words, the theorems are given
logical proofs from other theorems already known. This part of Ibn Sı̄nā’s
scheme of logic corresponds closely to what we now call proof theory.

There are also theorems that are derived, but not within logic. Examples
are the principles of excluded middle and non-contradiction, which Ibn
Sı̄nā derives from underlying conceptual truths of First Philosophy. They
are there within logic, but they play little formal role and we will rarely
meet them below.

The most perplexing cases, at least for us, are the theorems that are self-
justifying. What kind of justification can be given for a theorem that can’t
be derived from any prior theorem? In modern terms this is a question
about the justification of the axioms of a science, as for example in Maddy
[74].

When a self-justifying theorem states that a certain mood is produc-
tive and has such-and-such conclusions, Ibn Sı̄nā describes the mood as
‘perfect’ (Arabic kāmil). The theorem is self-justifying in the sense that the
mood itself is self-evidently valid. Most of Ibn Sı̄nā’s examples of perfect
moods will raise few eyebrows; they describe particularly straightforward
inferences. The exception is where Ibn Sı̄nā states what he considers per-
fect moods in alethic modal logic; the problem is that his examples include
moods that many other logicians, both medieval and modern, consider in-
valid with obvious counterexamples.

Clearly we need some explanation of why he regards these modal moods
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as self-evidently valid. Some writers have constructed putative logical
derivations of one or more of the problematic moods, for example from
laws of S4 modal logic or from logical principles used by some Scholastic
authors. But no derivation of this kind can rescue Ibn Sı̄nā’s claim that these
moods are self-justifying. If one could construct a putative derivation of a
problematic mood from an unproblematic one, this could perhaps indicate
that Ibn Sı̄nā had in mind a different formal system from the one that he
presents, and that would be something that our account in this book would
need to take on board. But so far as I’m aware, none of the published expla-
nations of Ibn Sı̄nā’s problematic modal moods make any sense within the
science of logic as Ibn Sı̄nā sees it. Future work may alter this picture, but
only if it is carried out with more awareness of Ibn Sı̄nā’s own metatheory.

My own view is that the mathematical facts presented in this book fall
into place within Ibn Sı̄nā’s scheme of logic, and justify a quite different
explanation of Ibn Sı̄nā’s modal moods. Briefly, Ibn Sı̄nā regards necessity
and possibility as concepts to be analysed and explained in logic and not in
First Philosophy. (This does not include the notions of necessary existence
and possible existence, which for Ibn Sı̄nā are theological concepts that be-
long in the higher parts of metaphysics.) His approach is to set up a formal
and purely extensional framework in which we can describe in abstract
terms how necessity works, taking temporal permanence as a paradigm.
His claim is that in this way he can reach abstract laws of necessity and
possibility. These laws are then criterial for whether a concept can be re-
garded as a ‘necessity’ concept or a ‘possibility’ concept, or more precisely
whether a pair of concepts can be regarded as a ‘necessity/possibility’ pair.
The scheme is driven by his two-dimensional logic; the justifications that
he gives for the problematic ‘perfect’ modal moods are largely bluster and
play no essential role in his formal logic. Ibn Sı̄nā is doing something new
here, and with hindsight we can see that he doesn’t always present his case
in the best way. The phenomenon of k

¯
abt. noted by Rāzı̄ is one symptom of

that.

This picture brings together the facts of two-dimensional logic with Ibn
Sı̄nā’s own explanations of the nature of logic. The present book takes
care of the two-dimensional logic, and in Chapter n the relationship to the
alethic modal logic is briefly spelled out. The book [45] will give a fuller
account but taking the mathematics for granted.

Returning to Ibn Sı̄nā’s general conception of a theoretical science: for
him the theorems are normally universally quantified statements, where
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the quantification is restricted to some kind P of ‘existing thing’ (mawjūd):

(4.2.1) For all x1, . . . , xn in P , . . . .

He observes that for a typical science there is a most general P ; for example
in the science of arithmetic we have P = numbers. This P is called the
subject-term (mawd. ūc) of the science; the subject individuals of the science are
the existing things that fall under P .

We can see what the subject-term of logic should be if we look at typical
theorems of logic, for example theorems that express the validity of a given
mood. As in (3.3.1) above, we have a theorem of Luas:

(4.2.2) ∃x(Cx ∧ ¬Ax), ∀x(Bx→ Ax) ` ∃x(Cx ∧ ¬Bx).

This is a theorem of formal logic, in other words it states that all entailments
of a certain form hold. Or in other words again, if we take any meaning-
ful expressions (of the appropriate type) and put them for C, B and A in
(4.2.2), we get a valid entailment between meaningful sentences. For Ibn
Sı̄nā the syntactic forms in a language are an outward and visible sign of
an inner construction of meanings; so he takes it that the quantification
is really over meanings (of appropriate type) rather than over expressions
that have those meanings. Thus for him, (4.2.2) should be understood as
having the form

(4.2.3) For all well-defined meanings C, B and A, . . . .

This pattern of translation works quite generally, and it leads to the conclu-
sion that the subject-term of logic is ‘well-defined meaning’. (I am translat-
ing macnā macqūl, literally ‘intellected meaning’. For Ibn Sı̄nā the intellect
refines meanings to the point where they are suitable for rational thought.)

In this way Ibn Sı̄nā answers a question that is often asked: Should the
‘C’ and ‘B’ and ‘A’ in (4.2.2) be taken to be meaningful expressions, or to
mark holes in a schema where meaningful expressions can be put? His
answer is: Neither. The letters ‘C’ etc. should be read as (meta)variables
of quantification over meanings. When we carry out calculations in formal
logic, the calculations are done under an implicit universal quantification
over meanings.

It will not concern us again in this book, but some readers may be in-
terested to know what Ibn Sı̄nā has to say about the contents of the ‘. . .’
in theorems of logic like (4.2.1) or (4.2.3). The concepts that appear in the
‘. . .’ are what he calls the ‘features’ (ah. wāl) of well-defined meanings. He
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gives lists of these ‘features’ in both Madk
¯

al and Taclı̄qāt. They include for
example ‘being a subject’, ‘being a predicate’, ‘being contained in’, ‘being
incompatible’, ‘being universally quantified’, ‘being necessary’. This is as
close as Ibn Sı̄nā ever comes to describing what he counts as a logical con-
cept. The features are simply listed without justification and seem to be
extracted from the actual practice of formal logic; there is no trace in Ibn
Sı̄nā of any claim that they are distinguished by being ‘topic-free’, for ex-
ample.

History 4.2.1 In a nutshell, Ibn Sı̄nā’s characterisation of the subject term of
logic answers the question ‘What does it mean for logic to be formal?’, and his
answer bears close comparison with the views of Bolzano. His characterisation
of the ‘features’ of the subject individuals answers a different question, namely
‘What are the logical constants?’. The reader should be warned that over the
centuries, Ibn Sı̄nā’s characterisation of the subject term of logic has captured
the interest of quite a number of people whose logical knowledge didn’t reach
to distinguishing between these two questions. As a result one often sees a
confusion between the subject individuals of logic, which are arbitrary well-
defined meanings, and their ‘features’, which are a small group of higher-order
concepts. The texts collected by El-Rouayheb [25] show this confusion begin-
ning within a couple of centuries after Ibn Sı̄nā.

4.3 Non-syllogistic steps

For Ibn Sı̄nā as for many Peripatetic logicians, the main purpose of logic
was to provide a way of checking the correctness of inferences expressed
in natural language. Given such an inference, one would try to analyse or
paraphrase it so as to make it an instance of a valid mood. Success would
mean that the inference was correct; failure would suggest that it might not
be correct. A piece of text is an instance of a valid mood if it consists of
terms arranged in an appropriate way; so this process of logical analysis
required one to find terms in the text.

Arguments tend to consist of more than one inference. So at least the
better courses in Peripatetic logic would teach the student how to break an
argument down into single inferences that could be analysed and validated
separately. There was no requirement that any of the terms used to validate
one inference step would be the same as terms for validating other steps in
the same argument. In fact Ibn Sı̄nā was one of a number of logicians who
pointed out that when a sentence is the conclusion of one inference and a
premise of the next inference, you might need to re-paraphrase the sentence
and choose new terms for the second inference. Leibniz coined a phrase for
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this kind of move:

(4.3.1)

It should also be realized that there are valid non-syllogistic infer-
ences which cannot be rigorously demonstrated in any syllogism
unless the terms are changed a little, and this altering of the terms
is the non-syllogistic inference. (Leibniz [71] part 4 §xvii, p. 479)

So we can speak of steps that consist of re-terming a single sentence. In
[40] I argued that this acceptance of different terms for different inferences
within the same overall argument, which I called local formalising, is a piv-
otal difference between logic before the generation of Frege and Peano and
logic after them.

The practice of validating arguments is a main theme of the book [47]
and doesn’t figure much in the present book. But here is an example of
a re-terming at work, taken from Ibn Sı̄nā’s student Bahmanyār bin al-
Marzubān; see the translation by El-Rouayheb [24] p. 24.

(4.3.2)

{C ≡ B} {B ≡ D}
(α)

{C ≡ B} and {B ≡ D}

(β)

{B} {has C ≡ it and is ≡ D}
(γ)

Some {line} {has C ≡ it and is ≡ D}

(δ)

{C,D} is a {pair of lines with
some line ≡-between them}

Every {pair of lines with some line ≡-
between them} is a {pair of ≡ lines}

(ε)
{C,D} is a {pair of ≡ lines}

(ζ)

C ≡ D
The task here is to apply the axiom of transitivity of equality for geomet-
rical lines. Within assertoric logic this is complicated because each formal
sentence has just one quantifier, so we have to switch between quantifica-
tion over individuals and quantification over ordered pairs of individuals.
My diagram uses curly brackets to show the terms. See for example the
switch at (δ) from terms for lines to terms for ordered pairs of lines.

Thus George Boole, if he ever wanted to formalise an argument in En-
glish that uses both propositional and quantifier steps, would have to for-
malise once for a propositional step, then translate the conclusion back into
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English, then re-term for the quantifier step, then back into English again.
This has its comic aspects.

A number of the re-termings that we will use in this book have an im-
portant feature: the re-terming can be done uniformly from the formalised
sentence without having to dig down inside the terms. Instead the new
terms contain the old terms plus some extra material. Ibn Sı̄nā sometimes
describes re-termings of this kind as ‘including within the predicate’; he
also speaks of them as ‘reductions’ (Arabic rujūc or radd).

Reductions are in fact interpretations in the model-theoretic sense; the
new terms are interpreted in the language of the old terms. If Boole had
had re-termings like this, he could have incorporated them into his formal-
ism and not had to slip back into English in mid flow. In this sense these
re-termings, though they are non-syllogistic, mark a crucial step towards
incorporating different kinds of logical step within a single formalism, and
hence a move away from local formalising. Ibn Sı̄nā’s use of them to prove
some Second Figure moods in 2D logic (see History 10.4.1 below) was a
historic moment. But the breakthrough might not have been visible to the
Peripatetics, because almost everything was done in natural language. The
only symbolism that Ibn Sı̄nā himself used was letters for terms.

It will be helpful to have a uniform formalism for reductions, to include
both the reductions that Ibn Sı̄nā himself uses, and some that we will intro-
duce for metamathematical purposes.

Definition 4.3.1 Let L1 and L2 be logics. Then by a paraphrase of L2 into L1
we mean the following:

1. (a) For each signature Σ for L, a signature Σ′′ for L1 and a mapping
φ 7→ φ′ of sentences of L1 in L(Σ′′) to sentences of L2 in L(Σ), such
that:

(b) The mapping φ 7→ φ′ is bijective from the sentences of L1 to the sen-
tences of L2, up to logical equivalence.

(c) Let T be any set of sentences of L1, and put T ′ = {φ′ : φ ∈ T}. Then
T ′ is consistent if and only if T is consistent.

(d) For each sentence φ of L1,

(4.3.3) φ′ = (φ)′.

(We will abbreviate this statement to: The mapping φ 7→ φ′ respects
contradictory negation.)
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(e) For each sentence φ(B,A) of T , if φ(B,A)′ is θ(B′, A′) then φ(A,B)′ is
θ(A′, B′). (We will abbreviate this statement to: The mapping φ 7→ φ′

respects conversion.)

In many cases the mapping φ 7→ φ′ is a model-theoretic interpretation
which gives, for each atomic formula of the language of L1, a formula of
the language of L2. In these cases (d) and (e) are immediate, and by stan-
dard model theory REF any model of T ′ in (c) above yields a model of T .
Moreover the proof of left to right in (c) then has a conceptual content: any
logical law that holds inL1 has to apply also to the corresponding sentences
of L2 because these sentences only say something that is already expressed
in L1. So left to right in (c) would in principle be clear to Ibn Sı̄nā even
without the apparatus of model-theoretic interpretations. The argument to
prove the other direction of (c) is in general not so obvious; Ibn Sı̄nā almost
always leaves it out—he would have had difficulties expressing it within
his logical resources. But in all the cases that he uses, (c) does hold in both
directions, so evidently some kind of intuition is operating efficiently in the
background.

Together (b) and (c) show that for any sentence ψ of L1 and set T of
sentences of L1,

(4.3.4) T ` ψ ⇔ T ′ ` ψ′.

This together with (a) shows that L1 and L2 are ‘logically equivalent’ in the
sense that any inference in one logic can be translated into the other and
vice versa. Condition (d) adds that conversions carry over too: if φ(B,A) `
φ(A,B) then

(4.3.5) θ(B′, A′) = φ(B,A)′ ` φ(A,B)′ = θ(A′, B′).

SOME OF THIS AS EXERCISE? SHOW CONVERSIONS ALSO CARRY
OVER IN THE OPPOSITE DIRECTION. ALSO ADD ON MEANING POS-
TULATES.
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History 4.3.2 Despite his use of reduction in some crucial cases, Ibn Sı̄nā shows
a reluctance to use it freely. For example the propositional logic of his PL2
(Chapter BELOW) can be reduced to assertoric logic; both Wallis and Boole
present versions of this paraphrase. But Ibn Sı̄nā prefers to let PL2 stand on its
own two feet. I guess that his view was that in general reductions are a device
of theoretical logicians and not a move that we make in everyday reasoning,
even in the sciences. So his reluctance was basically for cognitive reasons. But
in the case of the Second Figure moods, we see his 2D logic forcing him to
adopt a more procedural approach. A century and a half later, the Persian
logician Suhrawardı̄, who prided himself on his radicalism (and lost his life
in consequence), made reduction one of the central methods of his logic. See
Movahed REF.

4.4 Exercises

4.1. Give an example of a minimal inconsistent theory in unaugmented
assertoric logic whose digraph has the form

q - q - q q
HHHj�

��*

HH
Hj

qq���*
Solution. ∃x(Fx ∧ Ex), ∀x(Ex → Dx), ∀x(Dx → Cx), ∀x(Cx → Ax),

∀x(Dx→ Bx), ∀x(Bx→ ¬Ax).

4.2. The propositional subject-predicate logic Lprop has for its admissible
signatures propositional signatures, i.e. signatures with no relation, func-
tion or individual constant symbols. There are four sentence forms (a), (e),
(i) and (o), as follows.

(a)(q, p) : (q → p)
(e)(q, p) : (q → ¬p)
(i)(q, p) : (q ∧ p)
(o)(q, p) : (q ∧ ¬p)

The contradictory negation of (a) is (o), and that of (e) is (i). For each of the
three digraphs Γ below, find a minimal inconsistent theory in Lprop whose
subject-predicate digraph has Γ as underlying abstract digraph.

(a) The trinity digraph.
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(b) The fourth figure digraph.

(c) The digraph of the form

q - q� q
Solution. (a) (p→ q), (q → r), (p ∧ ¬r).
(b) (p→ q), (q → ¬r), (r ∧ p).
(c) (p ∧ q), (r ∧ ¬q).

4.3. Consider the four sentences of Luas exhibited in Definition 3.1.5

(a) Show that if φ1 and φ2 are any two of them, then there is a model of
φ1 which is not a model of φ2.

(b) Deduce from (a) that no sentence of Luas has a weakening in Luas.

(c) Deduce from (a) that if T (C,A) is a productive premise-sequence in
Luas then T (C,A) has an optimal conclusion.

Solution. (a) Let M1, M2, M3 and M4 all have domain {0, 1}. Put AM2 =
BM2 = ∅, AM1 = AM3 = BM3 = AM4 = {0}, BM4 = {1}, BM1 = {0, 1}.

(a, uas)(B,A) (e, uas)(B,A) (i, uas)(B,A) (o, uas)(B,A)

M1 false false true true
M2 true true false false
M3 true false true false
M4 false true false true

4.4. Show by the method of pseudo-conclusions that the unaugmented
assertoric premise-pair

∀x(Cx→ Bx), ∃x(Bx ∧ ¬Ax)

is sterile. (By Example ex:3.3.10 WHERE? this involves constructing four
structures.)

4.5. (With reference to Definition 4.1.8) Suppose T is an MIT and U is a
weakening of T . If U is inconsistent then U is also an MIT.
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Solution. Suppose U is inconsistent but not an MIT. Then there is a
proper subset U0 of U that is an MIT. Let T0 be the set of sentences of T that
are strengthenings of sentences of U0. Then T0 is a proper subset of T , so it
is consistent and has a model M . Since every sentence of U0 is a weakening
of one in T0, U0 is also a model of M , contradiction.]

4.6. Let T be a first-order theory and χ a sentence not in T . Show that
the following are equivalent:

(a) T ∪ {χ} is minimal inconsistent.

(b) T is consistent, T ` ¬χ, and there is no proper subset T ′ of T such
that T ′ ` ¬χ.

Solution: (a)⇒ (b): Assume (a). Then T ∪{χ} is inconsistent, so T ` ¬χ.
If there was a proper subset T ′ of T with T ′ ` ¬χ, then T ′ ∪ {χ}would also
be inconsistent, and since χ is not in T , T ′∪{χ}would be a proper subset of
T ∪{χ}, contradicting the minimal inconsistency. If T was inconsistent then
by similar reasoning T would be an inconsistent proper subset of T ∪ {χ},
again contradicting minimal inconsistency.

(b)⇒ (a): Assume (b). Then since T ` ¬χ, T ∪ {χ} is inconsistent. Sup-
pose for contradiction that some proper subset U of T ∪{χ} is inconsistent.
If U ⊆ T then we have a contradiction to the consistency of T . If U 6⊆ T
then U = T ′ ∪ {χ} for some proper subset T ′ of T , contradicting the third
clause of (b). �
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Chapter 5

Assertorics: the logic

This and the following three chapters are devoted to Aristotle’s logic of
assertoric sentences, as seen through the eyes of Ibn Sı̄nā. This logic is a
subject-predicate logic; we write it Las.

There are three main kinds of material in Ibn Sı̄nā that lie behind these
chapters. The first is his description of assertoric sentences, most fully in
cIbāra [54]. The second is his formal proof theory of assertoric sentences. He
reports this in Muk

¯
tas.ar [58] 49b9–53a6, Najāt [57] 57.1–64.3, Qiyās [55] ii.4,

108.12–119.8 and Dānešnāmeh [60] 67.5–80.2. Besides these four accounts,
we also have a report in Išārāt [61] i.7, 142.10–153.9 ([50] 135–143) which
is sketchier and mixed with modal material. In Qiyās vi.4, 296.1–304.4 Ibn
Sı̄nā repeats the entire scheme in detail, but with a version of propositional
logic (the PL2 of CHAPTER BELOW) in place of Aristotle’s assertoric sen-
tences. The third kind of material is his treatment of compound syllogisms
in the early sections of Qiyās ix.

So we have a rather full account of this logic. As we noted in Section 1.3
above, nearly all Ibn Sı̄nā’s other logics are derived from this one.

5.1 Assertoric sentence forms

Definition 5.1.1 We write Las for assertoric logic (or augmented asser-
toric logic when we need to distinguish it from the unaugmented as-
sertoric logic of Definition 3.1.1 above). The logic Las is a subject-
predicate logic with the four following sentence forms:

(5.1.1) (a), (e), (i), (o).

79
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These are the four assertoric sentence forms. The domain of these sen-
tence forms is the class of pairs (B,A) of distinct monadic relation
symbols (cf. Definition 2.1.1 above), giving the following values:

(a)(B,A) : (∀x(Bx→ Ax) ∧ ∃xBx)
(e)(B,A) : ∀x(Bx→ ¬Ax)
(i)(B,A) : ∃x(Bx ∧Ax)
(o)(B,A) : (∃x(Bx ∧ ¬Ax) ∨ ∀x¬Bx)

Figure 5.1: The assertoric sentences

Definition 5.1.2 (a) The sentences (a)(B,A) and (i)(B,A) are said to be
affirmative; the sentences (e)(B,A) and (o)(B,A) are said to be nega-
tive. The simple negation of (a)(B,A) is (e)(B,A), and the simple nega-
tion of (i)(B,A) is (o)(B,A) (cf. (2) in Section 3.2 above). The classifi-
cation of an assertoric sentence as affirmative or negative is called its
quality (Arabic kayfa).

(b) The sentences (a)(B,A) and (e)(B,A) are said to be universal (Arabic
kullı̄), and the sentences (i)(B,A) and (o)(B,A) are said to be exis-
tential (Arabic juz’ı̄). The classification of an assertoric sentence as
universal or negative is called its quantity (Arabic kamm).

(c) The conjunct ∃xBx in (a)(B,A) is called the existential augment, and
the disjunct ∀x¬Bx in (o)(B,A) is called the universal augment. The
augments are the only difference beetween the unaugmented and the
augmented assertoric sentences.

History 5.1.3 The letters a, e, i, o were not used by the medieval Arabic logi-
cians. Instead Ibn Sı̄nā has

(a): universal affirmative
(e): universal negative
(i): existential affirmative
(o): existential negative.

In fact the letters a, e, i, o come from some anonymous but very ingenious 13th
century Latin Scholastic, who took the first two vowels of the Latin affirmo ‘I
say something affirmative’ and the vowels of nego ‘I say something negative’.
Cf. pp. 66f of Kretzmann [70].

Conventional renderings of the assertoric sentences in modern English
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are

(5.1.2)

(a)(B,A) ‘Every B is an A’.
(e)(B,A) ‘No B is an A’.
(i)(B,A) ‘Some B is an A’.
(o)(B,A) ‘Not every B is an A’.

Nothing in this book depends on the sentences on the righthand side of
(5.1.2) being accurate translations of the sentences on the left. If you find
these translations inappropriate then feel free to choose others.

History 5.1.4 ‘Assertoric’ is our name; Ibn Sı̄nā has no settled name for the
sentences of Arabic that are formalised by assertoric sentences as above. In
cIbāra [54] 112.5f he calls them ‘two-part or three-part’ to distinguish them from
modal sentences, which are ‘four-part’. In Qiyās [55] i.5, 38.5f he describes them
as ‘mentioned in the third book’ (i.e. cIbāra) to distinguish them from the two-
dimensional sentences where ‘time is taken into account’. They belong among
the ‘predicative’ (h. amlı̄) sentences because they assert or deny a predicate of
a subject, and within the predicative sentences they belong to the ‘absolute’
(mut.laq) sentences because they have no modality; within the absolute sen-
tences Ibn Sı̄nā tends to pick them out as ‘standard’ (mašhūr), or as ‘absolute
in the standard way’ (e.g. Qiyās ii.2, 89.11–13). Sometimes he says they have
‘convertible absoluteness’ (al-’it.lāq al- muncakis, Qiyās iv.4, 214.2f). In short we
have to identify them by what Ibn Sı̄nā says about them and does with them,
not by any name that he uses for them.
The modern literature sometimes confuses ‘assertoric’ with ‘absolute’—and oc-
casionally also with ‘actual’. This may be either a misunderstanding of Ibn Sı̄nā
or a different but unexplained use of the word ‘assertoric’. Reader beware!

History 5.1.5 Ibn Sı̄nā is very clear and explicit about the augments on (a) and
(o) sentences; see cIbāra [54] 79.11–80.12 and discussion in [42] and [8]. He may
have been the first logician to argue explicitly that sentences of the form ‘Ev-
ery B is an A’ presuppose the existential augment. But he maintained that his
predecessors believed this ‘except for a few hotheads’, and modern scholarship
seems to be moving towards the same view. Read [86] argues that Aristotle as-
sumed the existential augment on (a) sentences. Recently Chatti (private com-
munication) found a passage in Al-Fārābı̄’s Categories that shows Al-Fārābı̄ as-
sumed the existential augment at least on a large class of affirmative sentences,
over a century before Ibn Sı̄nā.
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History 5.1.6 A fuller account of Ibn Sı̄nā’s view of assertoric sentences would
make further distinctions and add further sentence-types. (1) Ibn Sı̄nā dis-
tinguishes two kinds of existential proposition, namely those where the con-
text (including the speaker’s intentions) determines a particular individual and
those where it doesn’t. (In Arabic the distinction is between mucayyan ‘deter-
minate’ and ḡayr mucayyan ‘indeterminate’). (2) Ibn Sı̄nā also allows assertoric
sentences where the subject term identifies an individual (these sentences are
‘singular’, Arabic šak

¯
sı̄), and assertoric sentences where the quantificational sta-

tus of the subject is not made explicit (in Arabic these are muhmal). See further
on both (1) and (2) in [45], and on (1) in [43].

5.2 At most two sentences

Lemma 5.2.1 Every assertoric sentence has a model. �

Lemma 5.2.2 In assertoric logic Las the sentences (a)(B,A) and (o)(B,A) are
the contradictory negations of each other, and the sentences (e)(B,A) and (i)(B,A)
are the contradictory negations of each other. �

Lemma 5.2.3 (a) The only entailments between assertoric sentences with tags
(B,A) or (A,B) are as follows, together with those deducible from them by
transitivity of entailment. (An arrow from φ to ψ means that φ ` ψ.)

(a)(B,A)

⇓

(i)(B,A) ⇔

(a)(A,B)

⇓

(i)(A,B) (o)(B,A)

⇓

(e)(B,A) ⇔

(o)(A,B)

⇓

(e)(A,B)

(b) In the terminology of Definition 3.3.9, (a)(B,A), (e)(B,A) and (i)(B,A)
are all convertible, but only (e)(B,A) and (i)(B,A) convert symmetrically.

(c) If φ and ψ are assertoric sentences, φ is affirmative and ψ is negative, then
neither of φ and ψ entails the other.

Proof. (c) follows from (a), but proving it directly will shorten the proof
of (a). Let Σ be a monadic relational signature and φ, ψ assertoric sentences
in L(Σ). Suppose φ is affirmative and ψ negative. Let M be a Σ-structure
such that AM = dom(M) for each relation symbol A in Σ. Then φ is true in
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M and ψ is false in M , so φ 6` ψ. Let N be a Σ-structure such that AM = ∅
for each relation symbol A in Σ. Then ψ is true in N and φ is false in N , so
ψ 6` φ.

(a) The implications are all easy to check directly. By (c) there are no
implications between the affirmative sentences and the negative.

If M is a structure with AM = {1, 2} and BM = {1} then (a)(B,A),
(i)(B,A) and (i)(A,B) are true in M but (a)(A,B) is not. Hence none
of (a)(B,A), (i)(B,A) and (i)(A,B) entail (a)(A,B). This and symmetry
show that there are no further entailments on the affirmative side. We can
complete the argument for the negative sentences either by a similar argu-
ment, or by applying contradictory negation to the affirmative sentences.

(b) can be read off from (a) and Definition 5.1.1. �

Example 5.2.4 As a result of Lemma 5.2.3, a minimal inconsistent set of as-
sertoric sentences need not be optimal inconsistent (cf. Definition 4.1.8(b)).
An example is

{(∀x(Bx→ Ax) ∧ ∃xBx),∀x(Bx→ ¬Ax)}

which can be optimised by replacing the first sentence by ∃x(Bx ∧Ax).

Corollary 5.2.5 The smallest cover (cf. Definition 4.1.1) for assertoric logic con-
sists of the two forms (a) and (e).

Proof. By Lemma 5.2.3 these are the forms of maximal strength. �

History 5.2.6 There is a diagram called the square of opposition, which exhibits
the four assertoric sentences (a)(B,A), (e)(B,A), (i)(B,A) and (o)(B,A) as the
corners of a square. Along the sides and diagonals of the square it states the
logical relations between the pairs of sentences. In our sources this diagram first
appears in the logic text of Apuleius ([72] p. 87ff = Peri Hermeneias V) in the 2nd
century AD. It states the logical relations as they hold between the sentences.
(But there are other readings of (a), (e), (i) and (o) that would give the same
relations; this follows from Exercise 5.9 below.) It would be prudent not to talk
of the square of opposition in connection with Ibn Sı̄nā, for two reasons. First,
like Aristotle he never mentions such a diagram. And second, the relations
hold in the case of assertoric sentences, but not in general. They fail quite badly
for some of Ibn Sı̄nā’s two-dimensional sentence forms; cf. Exercise 9.1 below.
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5.3 Classification of MITs

In this section we state a characterisation of the minimal inconsistent sets
of assertoric sentences (i.e. the MITs). The proof of the characterisation will
occupy Chapter 6 below; readers who are prepared to take the characteri-
sation on trust can skip that chapter.

We describe theories in terms of their subject-predicate digraphs. The
MITs fall into four disjoint families, and each family is subclassified by ei-
ther one or two number parameters. The names of the families refer to their
‘object classifier type’, a notion explained in Chapter 6.

Type (i)↑

(5.3.1)
qD �
��*

(i)

HH
Hj(a)

qF -
(a) qE. . . q

HHHj

(a) q Aq
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. . . q -

(a)

q
B

��
�*

(e)

An MIT has type (i)↑ (m,n) if it has a subject-predicate digraph as shown,
where the upper track from D to A has length m and the lower track from
D to A has length n. These two parameters can each have any value > 1.
MITs of this type are always optimal inconsistent.

Type (i)↓

For this type, two pictures are needed because the upper track can have
length 0.

(5.3.2) qF ���*(a)
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D
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. . . q
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HHY (e)

An MIT has type (i)↓ (m,n) if it has a subject-predicate digraph as shown,
where the upper track from D to A has length m and the lower track from
D to A has length n. Here m can be any number > 0 and n can be any



5.3. CLASSIFICATION OF MITS 85

number > 1, subject to the requirement that m + n > 2. MITs of this type
are always optimal inconsistent.

Type (o)

(5.3.3)
?

(o)

qC -
(a) qB

(a)

. . . q
�

���
���

��q
A

An MIT has type (o)(m) if it has a subject-predicate digraph as shown,
where the uppper (i.e. righthand) track from C to A has length m. Here m
can be any number > 1. MITs of this type are always optimal inconsistent.

Type (a)

Again two pictures are needed, for the same reason as with type (i) ↓.

(5.3.4)
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An MIT has type (a)(m,n) if it has a subject-predicate digraph of one of
the forms shown, where the upper track from D to A has length m and the
lower track from D to A has length n. Here m can be any number > 0 (the
righthand digraph applies when m = 0), subject to the requirement that
m+n > 2. MITs of this type are never optimal inconsistent; weakening the
first initial sentence of the lower track from (a) to (i) transforms (a)(m,n)
to (i) ↓ (m,n).

Theorem 5.3.1 A set of assertoric sentences is minimal inconsistent if and only if
it has a subject-predicate digraph of one of the types (i)↑, (i)↓, (o) or (a) as above.
It is optimal inconsistent if and only if it has a subject-predicate digraph of one of
the types (i)↑, (i)↓ or (o).

Proof. This is Theorem 6.5.6 of Chapter 6 below. �
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Corollary 5.3.2 (a) Every assertoric MIT is graph-circular. Its digraph has at
least two arrows and consists of two tracks, though one of the tracks may
have length 0.

(b) Every graph-linear assertoric theory is consistent; in particular if T [B,A]
is a premise-sequence then T is consistent.

Proof. (a) is from the Theorem, by inspection of the digraphs listed ear-
lier in this section. Then (b) follows because no straight line contains a
circle. �

Corollary 5.3.3 If T is a consistent set of assertoric sentences and χ(B,A) is
an assertoric sentence such that T ` χ(B,A), then there is a premise-sequence
U [B,A] with U ⊆ T , such that

(a) U ` χ(B,A);

(b) there is an assertoric sentence ψ(B,A), which is either χ(B,A) or a weak-
ening of χ(B,A), such that U B ψ(B,A).

Proof. Suppose T ` χ(B,A). Then T ∪ {χ(B,A)} is inconsistent by
Lemma 2.1.25, and hence by Lemma 4.1.7 some finite subset T ′ of T ∪
{χ(B, a)} is minimal inconsistent. Since T is consistent, T ′ contains χ(B,A)
and hence has the form U∪{χ(B,A)} for some U ⊆ T , and χ(B,A) is not in
U . Since T ′ is minimal inconsistent, it is graph-circular by Corollary 5.3.2,
so that U is graph-linear with extremes B and A. Also U ` χ(B,A) by
Lemma 2.1.25 again. �

Corollary 5.3.3 shows that all questions of entailment between asser-
toric sentences are reducible to questions about the productivity and con-
clusions of premise-sequences. So the restriction to this very special kind
of inference in discussions of assertoric logic by Aristotle and other Peri-
patetic logicians is not an oversight.

Corollary 5.3.4 Suppose T [B,A] is a productive assertoric premise-sequence with
conclusion φ(B,A). Then φ(B,A) is not in T , and T ∪{φ(B,A)} is an assertoric
MIT.

Proof. Since T has the extremes B and A, the only way that φ(B,A) can
be in T is for it to be the whole of T . But there is no assertoric sentence ψ
such that {ψ} ` ψ, by Lemma 5.2.1. So φ(B,A) is not in T .
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Now by Lemma 2.1.25, T ∪ {φ(B,A)} is inconsistent. Since T is graph-
linear with extremes B and A, and it doesn’t contain φ(B,A), the theory
T ∪{φ(B,A)} is graph-circular. No proper subset of a graph-circular theory
is graph-circular, and so by Corollary 5.3.2, no proper subset of a graph-
circular theory is inconsistent. Hence T ∪ {φ(B,A)} is an MIT. �

Corollary 5.3.5 (a) The subject-predicate digraph of an assertoric MIT con-
sists of at most two tracks of positiive length.

(b) A productive assertoric premise-sequence has either 0 or 2 switchpoints.

Proof. (a) is by inspection of the digraphs. For (b), let T [B.A] be a pro-
ductive assertoric premise-sequence, χ(B,A) the conclusion of T [B,A], U
the theory T ∪ {χ(B,A)}. which is an MIT by Corollary 5.3.4, and Γ the
subject-predicate digraph of U . If Γ has only one track then there are no
internal switchpoints in T , and the initial and final sentences of T [B,A] are
both backwards, so T [B,A] has no switchpoints. Suppose then that Γ has
two tracks of positive length. We consider the ways that φ(B,A) can lie in
the two tracks.

Case One: φ(B,A) is the whole of one track. Then there are no inter-
nal switchpoints in T [B,A], and the two end sentences of T [B,A] are both
forwards, so that both B and A are switchpoints.

Case Two: φ(B,A) is at one end of a track of length > 2. Then T [B,A]
has one internal switchpoint, one of its end sentences is forwards and one
is backwards; so again T [B,A] has two switchpoints.

Case Three: φ(B,A) is not at either end of its track. In this case T [B,A]
has two internal switchpoints, and its end sentences are both backwards so
that neither B nor A is a switchpoint. �

Corollary 5.3.6 Let T be an assertoric MIT. Then:

(a) [Rule of Quality] Exactly one sentence in T is negative.

(b) The unique negative sentence is the final sentence in one track of the subject-
predicate digraph of T .

The proof is by inspection of the digraphs. �

Corollary 5.3.7 Let T [B,A] be a productive assertoric premise-sequence with
conclusion φ(B,A). Then:
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(a) φ(B,A) is negative if and only if some sentence in T is negative.

(b) φ(B,A) is the unique conclusion of T [B,A].

Proof. (a) follows from Corollary 5.3.4(a) and Corollary 5.3.6(a).
(b) Suppose also ψ(B,A) is a conclusion of T [B,A]. Then by Definition

3.3.2(b), neither of φ(B,A) and ψ(B,A) is a strengthening of the other. Also
by (a), φ(B,A) and ψ(B,A) are both affirmative or both negative. It follows
from Lemma 5.2.3(a) that φ(B,A) and ψ(B,A) are the same sentence. �

Corollary 5.3.8 Let T be an assertoric MIT. Then:

(a) [Rule of Quantity] At most one sentence in T is existential.

(b) There is an existential sentence in T if and only if T is optimal inconsistent.

(c) If there is an existential sentence in T then it is the initial sentence in one
track of the subject-predicate digraph of T .

The proof is by inspection of the digraphs. �

Definition 5.3.9 In the light of Corollaries 5.3.6 and 5.3.8, we adopt cer-
tain conventions for writing subject-predicate digraphs of MITs. We call
the track containing the unique negative sentence the lower track, and the
other track (which may have length 0) the upper track. The lower track has
positive length; we always orient the digraph so that this track runs anti-
clockwise. Let ν be the first node of the lower track; we put ν at the lefthand
side of the digraph. If there is an existential sentence, its arrow has source
ν; so far as convenient, we make this the only vertical arrow of the digraph.

Corollary 5.3.10 Let T be an assertoric MIT that is not optimal inconsistent.

(a) If T has type (a)(0, n) then T has exactly one inconsistent weakening, namely
where the initial sentence of the lower track is changed from (a) to (i).

(b) If T has type (a)(m, 1) then T has exactly two inconsistent weakenings,
namely where the initial sentence of the upper track is changed from (a) to
(i), and where the initial sentence of the lower track is changed from (e) to
(o).
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(c) If T has type (a)(m,n) with m,n > 1 then T has exactly two inconsistent
weakenings, namely where the initial sentence of one of the two tracks is
changed from (a) to (i).

Proof. In assertoric logic a weakening of a sentence is always from (a)
to (i) or from (e) to (o). In both cases this puts an existential sentence into
the theory. An inconsistent weakening of an MIT is also an MIT, so by
Corollary 5.3.8(c), the sentence weakened must be initial. Nor can both
initial sentences be weakened, by Corollary 5.3.8(a).

It remains to check that the sentence weakenings described in the Corol-
lary do yield inconsistent weakenings of T . In case (a), weakening in the
lower track changes the type to (i) ↓ (0, n). In case (b), weakening in the
upper track changes the type to (i) ↑ (m, 1), and weakening in the lower
track changes the type to (o)(m). In case (c), weakening changes the type
to (i) ↓ (m,n) or (i) ↑ (m,n) according as the weakening is in the lower or
upper track. �

5.4 Productive two-premise moods

We can find the productive assertoric two-premise moods by taking the as-
sertoric MITs of Section 5.3 and selecting any one φ(B,A) of the sentences;
the contradictory negation χ(B,A) of this sentence is entailed by the other
two sentences, and these other two form the premise-sequence T [B,A]. We
also require that no strengthening of χB,A is also entailed by T . This re-
quirement is equivalent to requiring that no weakening of φ(B,A) yields
an inconsistent weakening of the original MIT; the conditions for this can
be read off from Corollary 5.3.10 above.

Each mood below is given a number of the form i.j; for example Darii
is 1.3. The number means that the mood is the j-th mood in the i-th figure.
These numbers are standard, though Ibn Sı̄nā uses only the numbering of
the first three figures.

(i)↑ (2, 1):

q
6

q

B
HH

HHj q A
��

�
�*

C

(i)

(a)

(e)
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mood minor major conclusion
1.3 Darii (i)(C,B) (a)(B,A) (i)(C,A)
2.2 Camestres (e)(C,A) (a)(B,A) (e)(C,B)
3.6 Ferison (i)(C,B) (e)(C,A) (o)(B,A)

(i)↑ (1, 2):
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(i)

(e)

(a)

mood minor major conclusion
1.2 Celarent (a)(C,B) (e)(B,A) (e)(C,A)
2.3 Festino (i)(C,A) (e)(B,A) (o)(C,B)
3.4 Disamis (a)(C,B) (i)(C,A) (i)(B,A)

(i)↓ (1, 2):
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mood minor major conclusion
1.4 Ferio (i)(C,B) (e)(B,A) (o)(C,A)
2.1 Cesare (a)(C,A) (e)(B,A) (i)(C,B)
3.3 Datisi (i)(C,B) (a)(C,A) (i)(B,A)

(i)↓ (0, 3):
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(a)

mood minor major conclusion
4.5 Fresison (i)(A,C) (e)(B,A) (o)(C,B)
4.3 Calemes (e)(B,A) (a)(C,B) (e)(A,C)
4.2 Dimatis (a)(C,B) (i)(A,C) (i)(B,A)
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(o)(2, 1):
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mood minor major conclusion
1.1 Barbara (a)(C,B) (a)(B,A) (a)(C,A)
2.4 Baroco (o)(C,A) (a)(B,A) (o)(C,B)
3.5 Bocardo (o)(C,A) (a)(C,B) (o)(B,A)

(a)(2, 1):
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mood minor major conclusion
3.2 Felapton (a)(B,C) (e)(B,A) (o)(C,A)
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mood minor major conclusion
3.1 Darapti (a)(B,C) (a)(B,A) (i)(C,A)
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mood minor major conclusion
4.1 Bamalip (a)(B,C) (a)(A,B) (i)(C,A)
4.4 Fesapo (a)(A,B) (e)(C,A) (o)(B,C).

5.5 Exercises

5.1. Let T be a set of assertoric sentences.

(a) Show that if all the sentences in T are affirmative then T has a model.

(b) Show that if all the sentences in T are negative then T has a model.

(This strengthens Lemma 5.2.1 above.)

Solution: Let Σ be any monadic relational signature. (a) Take any nonempty
set X , and construct a Σ-structure with domain X by taking AM = X for
each relation symbol A in Σ. Then every affirmative assertoric sentence of
L(Σ) is true in M . (b) Do the same but taking AM = ∅ for each relation
symbol A in Σ. Then every negative assertoric sentence of L(Σ) is true in
M .

5.2. Two sentences φ, ψ are called contraries (Arabic d. idd) if {φ, ψ} has
no model, and subcontraries (Arabic dāk

¯
il tah. ta al-tad. ādd) if {φ, ψ has no

model. Show, from the definitions of the sentence forms, that (a)(B,A)
and (e)(B,A) are contraries, and (i)(B,A) and (o)(B,A) are subcontraries.

Solution. Let Σ be a monadic relational signature containing the sym-
bols A and B, and M a Σ-structure. We show first that (a)(B,A) and
(e)(B,A) are not both true in M . Suppose (a)(B,A) is true in M . Then
there is an object a of M such that

(5.5.1) M |= (∀x(Bx→ Ax) ∧Ba)

so also M |= Aa. But then M |= (Ba ∧ Aa), so that M is not a model of
(e)(B,A).

We show secondly that at least one of (i)(B,A) and (o)(B,A) is true in
M . Suppose (o)(B,A) is false inM . Then there is an object a ofM such that
M |= Ba, but there is no object b of M such that M |= (Bb ∧ ¬Ab), Hence
M |= (Ba ∧Aa), in other words (i)(B,A) is true in M .
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5.3. Determine all the inconsistent sets consisting of two assertoric sen-
tences. [Use Exercise 3.5 and Corollary 5.3.7 to restrict attention to pairs of
sentences that have the same relation symbols.]

Solution. Suppose T = {φ, ψ} is an inconsistent set of assertoric sen-
tences. If φ and ψ have no relation symbols in common, then each of {phi}
and {ψ} is a connected component of T , and moreover each of these sets is
consistent by Lemma 5.2.1; so by Exercise 3.5, T is consistent. We deduce
that φ and ψ have at least one relation symbol in common. If they have only
one relation symbol in common then T is graph-linear, and so by Corollary
5.3.7 T is consistent. We deduce that φ and ψ must have both their relation
symbols in common, say A and B.

Now if T is inconsistent then φ ` ψ. By Lemma 5.2.3(c) it follows that
one of φ and ψ is affirmative and the other is negative; let ψ be the af-
firmative, so that ψ is also affirmative. Then by Lemma 5.2.3(a) the only
possibilities are:

(5.5.2) φ(B,A) is (a)(B,A) and ψ is (a)(B,A) or (i)(B,A) or (i)(A,B);
or φ(B,A) is (i)(B,A) and ψ is (i)(A,B) or (i)(A,B).

or the same with A and B transposed. So the only inconsistent pairs are

(5.5.3)

{(a)(B,A), (o)(B,A)},
{(a)(B,A), (e)(B,A)},
{(a)(B,A), (e)(A,B)},
{(i)(B,A), (e)(B,A)},
{(i)(B,A), (e)(A,B)}

up to choice of relation symbols.

5.4. Use Aristotle’s method of pseudoconclusions (cf. Definition 4.1.4
above) to prove that each of the following premise-sequences is sterile.

(a) ((a)(C,B), (i)(B,A)).

(b) ((e)(C,B), (i)(A,B)).

(c) ((o)(B,C), (e)(B,A)).

Solution. (a) With pseudoconclusion (a)(C,A): AM = BM = CM =
{1}.
With pseudoconclusion (e)(C,A): AM = {1}, BM = {1, 2}.CM = {2}.
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(b) With pseudoconclusion (a)(C,A): AM = {1, 2}, BM = {1}, CM =
{2}.
With pseudoconclusion (e)(C,A): AM = BM = {1}, CM = {2}.

(c) With pseudoconclusion (a)(C,A): AM = CM = {1}, BM = {2}.
With pseudoconclusion (e)(C,A): AM = {1}, BM = {2}, CM = {3}.

5.5. Use Corollary 5.3.7 to show the following variant of Theorem 4.1.3
for assertoric logic:

Theorem 5.5.1 Suppose T [B,A] is a premise-sequence in assertoric logic. Then
the following are equivalent:

(a) T [B,A] is sterile.

(b) Either T contains a negative sentence and there is a model of T which is also
a model of (a)(B,A), or T doesn’t contain a negative sentence and there is
a model of T which is also a model of (e)(B,A).

Solution. (a)⇒ (b) is as for Theorem 4.1.3. In the other direction, sup-
pose (a) fails, and let φ(B,A) be the conclusion of T [B,A]. Then by Corol-
lary 5.3.7, φ is negative if and only if some sentence in T is negative. In the
case where T does contain a negative sentence, suppose for contradiction
that there is a model M of T ∪ {(a)(B,A)}. The sentence φ(B,A) must also
be true in M , and it is negative, hence it is either (e)(B,A) or (o)(B,A).
But this is impossible since (a)(B,A) is not consistent with either of these
sentences.

History 5.5.2 In practical terms, using Theorem 5.5.1 instead of Theorem 4.1.3
reduces the effort of proving sterility by about half. Aristotle can be excused for
not using it, because he had to build up the entire subject from first principles.
But one wonders why Ibn Sı̄nā never mentioned it. This adds to the evidence
that Ibn Sı̄nā wasn’t really on top of the theory of sterility.

5.6. Show that for any natural number n there is an assertoric theory
that is consistent but has only models of cardinality > n.

Solution. Take a signature with relation symbols A1, . . . , An, B, and the
sentences

(e)(Ai, Aj) whenever 1 6 i < j 6 n;
(i)(Ai, B) whenever 1 6 i 6 n.

5.7. Show that if φ(A,B) is any assertoric sentence then φ has a model
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in which A and B have the same interpretation. Show that this is not so for
unaugmented assertoric sentences in general.

Solution. Models with the required property are in the solution to Exer-
cise 5.1 above. In unaugmented assertoric logic the sentence (o, uas)(A,B)
has no models M in which AM = BM .

5.8. Let A and B be two distinct monadic relation symbols.

(a) Show that up to logical equivalence there are exactly 25 boolean com-
binations of assertoric sentences with tag (B,A) or (A,B). [Open but
vague question: Find a description of these 16 combinations, up to
logical equivalence, that makes the set of them in any way intuitively
natural.]

(b) For comparison, show that up to logical equivalence the number of
boolean combinations of the sentences ∃x(Ax ∧ Bx), ∃x(Ax ∧ ¬Bx),
∃x(¬Ax ∧Bx), ∃x(¬Ax ∧ ¬Bx) is 216 = 65, 536.

Solution: (a) By considering contradictory negations, the strongest boolean
combinations of sentences with tag (B,A) are

(a)(B,A)∧(e)(B,A), (a)(B,A)∧(i)(B,A), (o)(B,A)∧(e)(B,A), (o)(B,A)∧(i)(B,A).

which simplify to

⊥, (a)(B,A), (e)(B,A), (o)(B,A) ∧ (i)(B,A).

So the strongest boolean combinations using both (B,A) and (A,B) are ⊥
and the nine combinations

(a)(B,A) ∧ (a)(A,B) (a)(B,A) ∧ (e)(A,B) (a)(B,A) ∧ ((o)(A,B) ∧ (i)(A,B)

(e)(B,A) ∧ (a)(A,B) (e)(B,A) ∧ (e)(A,B) (e)(B,A) ∧ ((o)(A,B) ∧ (i)(A,B)

((o)(B,A) ∧ (i)(B,A)) (((o)(B,A) ∧ (i)(B,A)) ((o)(B,A) ∧ (i)(B,A))
∧(a)(A,B) ∧(e)(A,B) ∧((o)(A,B) ∧ (i)(A,B))

which simplify to

(a)(B,A) ∧ (a)(A,B) ⊥ (a)(B,A) ∧ (o)(A,B)

⊥ (e)(B,A) ⊥
(o)(B,A) ∧ (a)(A,B) ⊥ (o)(B,A) ∧ (i)(B,A) ∧ (o)(A,B)

This provides 5 pairwise inconsistent strongest consistent boolean combi-
nations, so there are 52 = 25 pairwise inequivalent disjunctions of these 5.
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(b) The number of pairwise inconsistent strongest consistent boolean com-
binations is 24 = 16.

5.9. Let Σ be a monadic relational signature and T a set of assertoric
sentences of L(Σ). Let T ′ be the unaugmented assertoric theory consisting
of all the sentences (f, uas)(B,A) such that (f)(B,A) ∈ T . Show that the
following are equivalent:

(a) T has a model.

(b) T has a model M in which for every relation symbol A in Σ, AM 6= ∅.

(c) T ′ has a model M in which for every relation symbol A in Σ, AM 6= ∅.
[So assertoric logic is isomorphic to the logic where the sentences are the
unaugmented assertoric sentences but the structures are required to have
all relations non-empty.]

Solution: (a) ⇒ (b): Given a model N of T , let R be the set of relation
symbols B in Σ such that some sentence of the form (o)(B,A) is true in N .
Let M be an extension of N got by adding to the domain of N a distinct
new element aB for each B ∈ R, putting AM = AN ∪ {aB}. (b) ⇒ (c):
The only sentences that need checking are those of the form (o, uas)(B,A),
since (o)(B,A) 6` (o, uas)(B,A). But if M ` (o)(B,A) and BM is not empty
then M ` (o, uas)(B,A). (c)⇒ (a): The only sentences that need checking
are those of the form (a)(B,A), since (a, uas)(B,A) 6` (a)(B,A). But if
M ` (a, uas)(B,A) and BM is not empty then M ` (a)(B,A).

5.10. Show that every graph-acyclic assertoric theory is consistent.

Solution. Let T be an assertoric theory with acyclic subject-predicate
digraph Γ. By Exercise 3.5 above, to show that T is consistent it suffices to
find a model for each connected component T0 of T . The subject-predicate
digraph Γ0 of T0 will still be acyclic. We begin with a claim.

Claim. Consider a structure M in a monadic relational signa-
ture containing distinct relation symbols A and B; suppose the
domain of M is {1, 2} and AM = {1}. Let φ be an assertoric
sentence with relation symbols A and B. If BM = {1} and φ is
affirmative then M |= φ. If BM = {2} and φ is negative then
M |= φ.

Proof of claim. This is best checked directly for each of the eight possible
forms of φ. � Claim.
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Now let f : n → Nodes be a listing of the nodes of Γ0 as in (2.3.8) of
Lemma 2.3.18, and let Σ be a monadic relational signature consisting of the
n relation symbols Ai (i < n) that occur in T0. We construct a Σ-structure
M with domain {1, 2}. We define MAi for each i, by induction on i. Take
MA0 to be {1}. Suppose MAi has been defined. There is j < i + 1 such
that the labels on the nodes f(j) and f(i + 1) are the relation symbols of a
(necessarily unique) sentence φi of T0. By the Claim we can choose MAi+1

so as to make φ true in M . When MAn−1 has been defined, M is a model of
all the n− 1 sentences in T0. �
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Chapter 6

Skolem theory of assertorics

The chapter break at this point marks a shift to a different style of working.
The previous chapter put some of Ibn Sı̄nā’s own logic into modern nota-
tion. The present chapter develops methods for answering questions about
this logic, with no claim that we are using concepts that Ibn Sı̄nā himself
could handle. The main outcomes—that this or that premise-sequence is
or is not productive, with such-and-such a conclusion—are ones that he
could easily calculate for himself, but he had no tools for proving general
metatheorems.

6.1 The Skolem sentences

Definition 6.1.1 It will be convenient in this chapter to take both the aug-
mented and the unaugmented assertoric sentences together. So we intro-
duce a logic Las+uas whose sentence forms are all six of the forms (a),
(a, uas), (e), (i), (o) and (o, uas) from Definitions 3.1.5 and 5.1.1 above.
Generally in this chapter we will abbreviate Las+uas to L, and then spell
out just which sentence forms we are dealing with at each point.

We begin by choosing skolemisations for the sentences of L; see Defini-
tion 2.2.6(a) above.

Definition 6.1.2 In four of the six sentence forms of L, a direct skolemising
of the sentence φ gives a conjunction, and we split the conjunction into
separate sentences. These separate sentences are called the Skolem pieces
of φ; we write φ[n] for the n-th Skolem piece of φ, in the order given in the
relevant line of the figure below. A Skolem piece of φ is primary if it contains

99
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the predicate symbol of φ, and secondary otherwise. Every assertoric φ has
just one primary Skolem piece, and we list this piece as φ[1].

sentence primary Skolem piece secondary Skolem piece
(a)(B,A) ∀x(Bx→ Ax) Ba1
(a, uas)(B,A) ∀x(Bx→ Ax)
(e)(B,A) ∀x(Bx→ ¬Ax)
(i)(B,A) Aa2 Ba2
(o)(B,A) ∀x(Bx→ ¬Aa3) ∀x(Bx→ Ba3)
(o, uas)(B,A) ¬Aa4 Ba4

Figure 6.1: Skolem pieces for assertoric sentences

Each numbered constant in Figure 6.1 is a Skolem constant. The num-
bering is to indicate which constants have to be distinct, as in Definition
2.2.6(b). The symbols are shown as for a two-dimensional sentence with
subject and predicate symbols B and A respectively; so for example the
constant a2 should be read as if it was a2,B,A. For the assertoric sentence
(i)(D,C) the corresponding constant is a2,D,C , so the two constants are dis-
tinct.

We will need some vocabulary for discussing these Skolem pieces. (In
the 2D logic of Chapter 9 below the sentences are more complicated, but
their Skolem pieces are not much more complicated than those above, so
that the definitions given below can carry over to 2D logic too.)

Definition 6.1.3 (a) A Skolem piece is said to be n-part if it has exactly n
atomic subformulas. Here n can be 1 or 2.

(b) The head subformula of a 1-part Skolem piece is its atomic subformula;
the head subformula of a 2-part Skolem piece is its second atomic sub-
formula.

(c) If a Skolem piece ψ of φ is 2-part, we describe the relation symbol
in the first atomic subformula of ψ as the subject symbol of ψ and the
relation symbol in the second atomic subformula of ψ as the predicate
symbol of ψ.

(d) A Skolem piece is called negative if it contains a negation sign, and
affirmative otherwise.
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The following classification of Skolem sentences will become crucial in
later sections.

Definition 6.1.4 Let φ be a Skolem piece. For this definition we assume
that the head subformula of φ is At, where t is a term.

(a) We say that φ is fixed at t if t is a constant.

(b) We say that φ is fixed if φ is fixed at some c.

(c) We say that φ is echoic if φ is 2-part and t is a variable that occurs in
both atomic subformulas, both of them inside the scope of the same
universal quantifier ∀t.

Example 6.1.5 We refer to the listing of Skolem pieces in Figure 6.1. The
sentence (a)(B,A) has its primary Skolem piece echoic, but its secondary
Skolem piece is fixed at a1. The sole Skolem piece of (a, uas)(B,A) is echoic,
and likewise the sole Skolem piece of (e)(B,A). Both Skolem pieces of
(i)(B,A) are fixed at a2. Both Skolem pieces of (o)(B,A) are fixed at a3.

The Skolem pieces of (o)(B,A) are tiresomely complicated. But it turns
out that for our purposes in this chapter, the sentence form (o) is completely
avoidable. The following lemma shows how.

Lemma 6.1.6 Let T be a theory in L. Let T ′ be the theory constructed from T as
follows:

(6.1.1)

For each sentence of the form (o)(B,A) in T , suppose that there is
no sentence (a, uas)(B,C) in T with the same subject symbol as
(o)(B,A). Then replace (o)(B,A) in T by (o, uas)(B,A). Keep all
other sentences of T unchanged.

Then T is consistent if and only if T ′ is consistent.

Proof. Since (o)(B,A) is a weakening of (o, uas)(B,A), the consistency
of T ′ implies the consistency of T .

In the other direction, suppose T is in the language L(Σ), and the Σ-
structure M is a model of T . We construct a Σ-structure N as follows. The
domain of N is the same as that of M . Let A be any monadic relation
symbol in Σ such that AM is empty and there is no sentence of the form
(a, uas)(A,C) in T . Choose a new element a, add it to the domain of N and
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put AN = {a}. Apart from the symbols A treated in this way, and the new
elements added to the domain, N is the same as M .

We claim thatN is a model of T ′. Suppose first that a sentence (a)(B,D)
is in T and hence true inM . ThenBM andDM are not empty, soBN = BM

and DN = DM ; it follows that (a)(B,D) is true in N .
Suppose that (a, uas)(B,D) is in T . If BM is not empty then neither is

DM , and the argument of the previous paragraph applies. If BM is empty
then BN is still empty because (a, uas) is in T ; so again (a, uas)(B,D) is
true in N .

If (e)(B,D) was true in T then it remains true in N since we added no
element that is in both BN and DN .

If either (i)(B,D) or (o, uas)(B,D) was true in M then it remains true
in N , by the model-theoretic fact that adding new elements never changes
a prenex sentence with only existential quantifiers from true to false.

There remains the case that T contains a sentence (o)(B,D). We have to
consider three subcases. The first subcase is that there is an element b in M
which is in BM but not in DM ; since b is in N too, (o, uas)(B,D) is true in
N . The second subcase is that BM is empty in M , and there is no sentence
(a, uas)(B,C) in T . In this subcase we added in N an element that is in
BN and not in DN , so that (o, uas) is true in N . The third subcase is that
BM is empty and there is a sentence (a, uas)(B,C) in T . In this subcaseBN

remains empty, making (o)(B,D) true in N ; but also we kept the sentence
(o)(B,D) in T instead of changing it to (o, uas)(B,D).

So in all cases N is a model of T ′, as required. �

Corollary 6.1.7 An assertoric theory T is consistent if and only if T ′ is consistent,
where T ′ comes from T by removing the universal augments from (o) sentences.

�

6.2 Refutations

Definition 6.2.1 Let Σ be a monadic relational signature. By a Skolem Σ-
track, or Skolem track for short, we mean a track

(6.2.1) q
ν1

- q
ν2

. . . q
νn−1

- q
νn

where in addition each node carries two labels, its theory label and its Skolem
label, satisfying the following conditions.
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(a) The theory label of ν is an assertoric sentence of L(Σ).

(b) The Skolem label of ν is a Skolem piece σ of the theory label of ν and is
also in L(Σ); σ is 1-part if ν is the initial node and 2-part otherwise.

Definition 6.2.2 (a) Let ν be a node. The node ν is said to be affirmative
or negative according as its Skolem label is affirmative or negative.
Also we apply the classifications of Definition 6.1.4 to ν according to
its Skolem label; for example ν is fixed at t if its Skolem label is fixed
at t.

(b) We say that the node ν is primary if it carries the predicate symbol of
its theory label, and secondary otherwise.

(c) Let ν be a node and R a relation symbol. If R is the relation symbol
of the head subformula of the Skolem label of ν, then we say that R is
the relation symbol at ν, or that ν carries R.

Definition 6.2.3 Let ρ be a Skolem track. The first node in the track is the
only node that is fixed; all later nodes are echoic. We call the first node the
nominator of the track. (In 2D logic it is no longer true that all successor
nodes are echoic, and the present definition will have to be made seriously
more complicated.)

Definition 6.2.4 Let Σ be a monadic relational signature.

(a) By a Skolem Σ-diagram, or simply a diagram when the context allows,
we mean an ordered pair ρ of tracks as in Definition 2.3.6(b), distin-
guished as the upper track and the lower track of ρ, such that each node
carries two labels, its theory label and its Skolem label, satisfying the
following condition.

(1) Each track is a Skolem track.

The set of theory labels of ρ is called the theory of ρ.

(b) We now give a further three conditions that a Skolem Σ-diagram may
or may not satisfy. In these conditions, we describe the relation sym-
bol of the head subformula of the Skolem label of a node µ as the rela-
tion symbol at µ, or carried by µ. Note that the notions of ‘constrained’,
‘nominator’, ‘relation symbol carried’ etc. make sense in the present
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context because they are defined in terms of the Skolem labels of the
nodes. We say that a Skolem Σ-diagram ρ is a Skolem Σ-refutation (or
when the context allows, just a refutation) if it satisfies the following
three conditions (3)–(5):

(2) (First Propositional Condition) For any nonterminal node µ of ρ,
the relation symbol at µ is equal to the subject relation symbol of
the Skolem label of µ+.

(3) (Second Propositional Condition) The relation symbols at the
two terminal nodes are the same, but the upper terminal node
is affirmative and the lower terminal node is negative.

By (3) there is only one negative node in ρ, namely the lower terminal
node (cf. Exercise 5.1?? below); we call it the negative node of ρ.

(4) (Constraint Condition) The nominators of the two tracks are fixed
at the same constant.

Theorem 6.2.5 (Characterisation Theorem) Let T be an assertoric theory in a
language L(Σ), and Sk(T ) its skolemisation in L(Σsk). Assume that Σsk has at
least one individual constant. Then the following are equivalent:

(a) T is inconsistent.

(b) There is a Skolem Σsk-refutation whose theory is included in T .

Proof. For both parts of the proof we define a Herbrand sequence of T to
be a sequence

(6.2.2) φ0, (φ0 → φ1), . . . , (φn−1 → φn)

where the sentences φ0 and (φi → φi+1) are all in the Herbrand theory
Hr(T ) of T in the language L(Σsk). So the sentences φi are literals, and all
except perhaps φn are atomic. We call φn the outcome of this sequence, and
we note that Hr(T ) ` φn.

(a) ⇒ (b). Assume (a). Let Φ be the set of all outcomes of Herbrand
sequences of T .

Claim One. For some atomic sentence ψ, Φ contains both ψ and
¬ψ.
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Proof of Claim. Suppose the Claim fails. Then by the Canonical Model
Lemma (Lemma 2.1.15) there is a Σsk-structureM such that for every atomic
sentence θ of L(Σsk),

(6.2.3) M |= θ ⇔ θ ∈ Φ.

We show that M is a model of Hr(T ), so that Hr(T ) is consistent.
Suppose first that θ is a literal in Hr(T ). Then θ ∈ Φ, since it is the

outcome of a one-sentence Herbrand sequence. If θ is atomic, we have
M |= θ by (6.2.3). If θ is ¬η with η atomic, then by the failure of the Claim,
η is not in Φ, so M 6|= η by (6.2.3) and hence M |= θ.

Suppose secondly that (θ → χ) is a sentence in Hr(T ). If M |= ¬θ then
M |= (θ → χ). Suppose then that M |= θ. Since θ is atomic, we have that
θ ∈ Φ by (6.2.3), and so there is a Herbrand sequence σ with outcome θ.
We can add (θ → χ) at the end of σ to get a new Herbrand sequence with
outcome χ; this shows that χ ∈ Φ. It follows thatM |= χ as in the preceding
paragraph.

So Hr(T ) is consistent, and it follows by Lemma 2.2.9 that T is consis-
tent, contradiction. Hence the Claim holds. � Claim One.

So by the claim there are a Herbrand sequence σ with an outcome θ
and another Herbrand sequence τ with an outcome ¬θ, say with lengths m
and n respectively. Form a Skolem refutation as follows. Draw a diagram
of two tracks, the upper of length m and the lower of length n. Correlate
the Herbrand sentences of σ and τ to the nodes of the upper and lower
tracks respectively, preserving the order of the sentences. Give each node µ
a Skolem label, which is the Skolem sentence that gave rise to the Herbrand
sentence correlated to µ; give µ a theory label which is the sentence of T that
gave rise to the Skolem label at µ. (It can be checked that these two labels
are both determined by the Herbrand sentence.) Most of the conditions for
a Skolem refutation are readily checked. We check the Constraint Condi-
tion. Let µ and ν be respectively the upper and lower nominators, fixed
respectively at constants c and d. By the construction of the Herbrand se-
quences, c is the constant in the head subformula of each of the Herbrand
sentences in the upper track from the sentence at µ to the terminal node,
and likewise d is the constant from ν onwards in the lower track. So c and
d are respectively the constants in the outcomes of the two sequences. But
one of the outcomes is the negation of the other, and hence c = d. This
proves (b).

(b)⇒ (a). By (b), let ρ be a Skolem refutation with Th(ρ) ⊆ T . We show
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that Th(ρ) is inconsistent.
For each sector S of either track of ρ, let c(S) be the constant at which

the nominator of the sector is fixed. By the Constraint Condition, if S1 and
S2 are the two terminal sectors, then c(S1) = c(S2). Add to each node µ
of ρ a third label, its Herbrand label, as follows. If µ is the first node of the
track, then by Definition 6.2.4(a)(2) the Skolem label of µ is 1-part, and by
inspection of the Skolem pieces we see that every 1-part Skolem label is a
sentence in the Herbrand theory; we take it to be the Herbrand label of µ.
If µ is a successor node, the Herbrand label of µ is got from the Skolem
label of µ by removing any universal quantifier and then replacing any free
variable by c(S), where S is the sector containing µ−. By this construction
each of these Herbrand labels is a sentence in Hr(T ).

If we list in order the Herbrand labels of the nodes in a track, they form
a sequence

(6.2.4) φ0, (φ
′
0 → φ1), (φ

′
1 → φ2), . . . , (φ

′
n−2 → φn−1).

correlated to the n successive nodes µ0, . . . , µn−1 of the track.

Claim Two. For each i < n, φi and φ′i are the same sentence.

Proof of Claim. By the First Propositional Condition, φi and φ′i carry the
same relation symbol. Suppose i < n−1; we must show that φi and φ′i have
the same constant. There are two cases according as µi is or is not fixed.

Suppose µi is fixed at a constant ci. Then µi is the nominator of a sector
S, so ci = c(S), and by construction the constant substituted for variables
in the Skolem label of µi+1 is c(S). Hence φ′i has the same constant ci as φi,
and also the same relation symbol; so φi is φ′i.

Suppose µi is not fixed; then it is echoic (hence a successor node), and
so by construction φi has the same constant as φ′i−1, namely c(S) where S
is the sector containing µi−1. But since µi is echoic, it also lies in S, and so
by construction c(S) is the constant in φ′i. So again φi is φ′i. � Claim Two.

By Claim Two, the sequence (6.2.4) is a Herbrand sequence with out-
come φn−1. Write φ for the outcome from the upper track and φ′ for the
outcome from the lower track. By the Second Propositional Condition, φ is
affirmative and φ′ is negative, and they have the same relation symbol. By
the Constraint Condition and arguments like those of the proof of Claim
Two, the constants in φ and φ′ are the same. So φ′ is ¬φ. Since Hr(T ) entails
the outcomes of all Herbrand sequences, it entails both φ and ¬φ, proving
that Hr(T ) is inconsistent. So by Lemma 2.2.9, T is inconsistent. �
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The requirement that Σsk contains an individual constant is innocent.
As noted in Definition 2.1.19, adding symbols to the signature has no effect
on the validity of sequents. In any case we see from the Skolem pieces in
Figure 5.1.1 that Σsk always contains individual constants unless T consists
entirely of sentences of the form (e).

Corollary 6.2.6 For every minimal inconsistent theory T there is a Skolem refu-
tation ρ whose theory is T .

Proof. By Theorem 6.2.5 there is a Skolem refutation ρ with Th(ρ) ⊆
T . But also by Theorem 6.2.5, Th(ρ) is inconsistent. Since T is minimal
inconsistent it follows that Th(ρ) = T . �

6.3 Example and notation

Example 6.3.1 Consider the following set of assertoric sentences:

(6.3.1) (a)(C,B), (a)(B,A), (e)(C,A).

What does a Skolem refutation of this set look like? We first form its skolemi-
sation using Figure 5.1.1:

(6.3.2) ∀x(Cx→ Bx), Ca, ∀x(Bx→ Ax), Bb, ∀x(Cx→ ¬Ax).

So the Herbrand theory is

(6.3.3)
Ca,Bb,
(Ca→ Ba), (Cb→ Bb), (Ba→ Aa),
(Bb→ Ab), (Ca→ ¬Aa), (Cb→ ¬Bb).

We find the following Herbrand sequences:

(6.3.4)
Ca, (Ca→ Ba), (Ba→ Aa).
Ca, (Ca→ ¬Aa).
Bb, (Bb→ Ab).

together with all initial segments of these sequences. The resulting out-
comes are:

(6.3.5) Ca,Ba,Aa,¬Aa,Bb,Ab.
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The list contains both Aa and ¬Aa. Selecting Herbrand sequences with
these two outcomes gives us two tracks; we write the theory label of a node
above it and the Skolem label below it:

(6.3.6)

q(a)(C,B)

Ca
- q(a)(C,B)

∀x(Cx→ Bx)
- q(a)(B,A)

∀x(Bx→ Ax)

q(a)(C,B)

Ca
- q(e)(C,A)

∀x(Cx→ ¬Ax)

We can improve the notation of (6.3.6). First, it suffices to give at each
node the theory label and an indication of which Skolem piece is the Skolem
label. So above each node we can write φ[n] where φ is the theory label and
the Skolem label is the n-th of its Skolem pieces as listed in Figure 5.1.1.
This leaves the space below each node free for us to record the relation
symbol carried by that node, which is a useful guide to the eye:

(6.3.7)

q(a)(C,B)[2]

C
- q(a)(C,B)[1]

B
- q(a)(B,A)[1]

A

q(a)(C,B)[2]

C
- q(e)(C,A)[1]

A

There is some redundancy in (6.3.7). At top right the relation symbols
below the nodes show that the subject and predicate symbols of the theory
label of the terminal node are respectively B and A, so we can write simply
(a)[1] in place of (a)(B,A)[1]. The same applies at all the primary nodes, i.e.
the nodes with first Skolem piece. For the secondary nodes we can’t simply
leave off the tag, because it is needed to show the predicate symbol. How-
ever, each secondary node µ in this example has the same theory label as
some primary node ν, so the required information can be given by showing
the connection between µ and ν.

For this purpose we introduce two new pieces of symbolism. First, if
the i-th node in the upper track has the same theory and Skolem labels as
the i-th node in the lower track, we draw a solid vertical line connecting
these two nodes. In (6.3.7) there will be such a line between the first nodes
of the two tracks. And second, where a secondary node ν has the same
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theory label as a primary node µ, and this is not otherwise indicated, we
can indicate it by drawing a dotted arrow from µ to ν. Note the direction
of the arrow: it will go from a node with the subject symbol to a node with
the predicate symbol, exactly as the solid arrows between primary nodes.

Adding these vertical lines and dotted arrows, and then removing the
tags from the sentences, changes (6.3.7) to the following:

(6.3.8)

...

. . . . . . . . . . . . . . . . . . . . ....
?q(a)[2]

C
- q(a)[1]

B
- q(a)[1]

A

q(a)[2]

C
- q(e)[1]

A

(6.3.8) will be our preferred way of writing the Skolem refutation (6.3.6).
In (6.3.8), every relation symbol used in the theory (6.3.1) is carried by

at least one node, and every sentence of (6.3.1) is the theory label of some
primary node with an arrow pointing to it. This tells us that (6.3.8) contains
everything needed for constructing the subject-predicate digraph of (6.3.1).
For this we need to remove some duplications. Thus the symbol A appears
at both the terminal nodes; these nodes must be identified. Likewise a pair
of nodes at the lefthand side carrying the symbol C must be shrunk to a
single node. The end result is the digraph

(6.3.9)

q
?q

C
H
HHHj q B

���
��

A

(e)

(a)

(a)

Definition 6.3.2 Let ρ be a Skolem refutation.

(a) Suppose that for some i, the i-th node in the upper track of ρ has the
same theory and Skolem labels as the i-th node in the lower track.
Then we say that these two nodes are twins.

(b) There is a set N nodes of ρ that is maximal with the properties

(i) all the nodes in N are twins, and

(ii) the nodes of N in each track are an initial segment of that track.
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We call N the tail of ρ; the length of the tail is the number of nodes in
the upper track that are in the tail. The final nodes of the tail are the
two nodes that are rightmost in the parts of the tail in the upper and
lower tracks. If ρ has no twins we say that ρ has a tail of length 0, or
(abusing language) that ρ has no tail.

Warning: These are definitions for the tail of a refutation. We will see that
subject-predicate graphs can have tails too, and for these the definitions are
not quite the same (though they are related).

Thus the refutation (6.3.8) has a tail of length 1.

Definition 6.3.3 The subject-predicate digraph (6.3.9) has a unique node
that is the target of an arrow whose label is a negative sentence. It follows
from the Rule of Quality (Corollary 5.3.6) that the subject-predicate digraph
of an assertoric MIT always has a unique node with this property. We call
this node the contradictory node. (The name refers to the fact that this node
always represents the two terminal nodes of a refutation.)

6.4 Terse refutations

Could there be twins that are not in the tail? Yes there could be, but if this
happens it betrays a redundancy in the refutation. If µ and ν are twins, then
we can always replace the lower track up to ν by a copy of the upper track
up to µ, so that the nodes up to µ and ν fall into the tail.

This is a cue to us to simplify refutations by removing redundancies.
For this we will copy a standard formalism. We will introduce a well-
founded relation ≺ on refutations. If ρ′ ≺ ρ, this indicates that ρ′ contains
fewer redundancies than ρ. For example if the theory of the refutation ρ′

is a proper subset of the theory of the refutation ρ then ρ′ ≺ ρ. (Of course
Gentzen and Prawitz are in the background here, but our simplifications
are not special cases of theirs.)

Definition 6.4.1 Let ρ be a refutation.

(a) We write Th(ρ) for the theory of ρ.

(b) We write NS(ρ) for the node size of ρ, i.e. the number of nodes of ρ
counting a pair of twins in the tail as two.

(c) We write TL(ρ) for the tail length of ρ, i.e. the number of nodes in the
tail of ρ counting a pair of twins in the tail as one.
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(d) We writeRK(ρ) for the rank of ρ, meaningNS(ρ)−TL(ρ); this equals
the number of nodes of ρ counting a pair of twins in the tail as one.

Definition 6.4.2 (a) We define a binary relation ≺? on the class of refuta-
tions, as follows. Let ρ and ρ′ be refutations. Then ρ′ ≺? ρ if and only
if

• Either Th(ρ′) is a proper subset of Th(ρ),

• or Th(ρ′) = Th(ρ) and RK(ρ′) < RK(ρ).

(b) We define a binary relation ≺ on the class of refutations, as follows.
Let ρ and ρ′ be refutations. Then ρ′ ≺ ρ if and only if there is a finite
sequence of refutations ρ1, . . . , ρn (n > 2) such that

ρ′ = ρ1 ≺? . . . ≺? ρn = ρ.

Lemma 6.4.3 (a) The relation≺ is irreflexive, and it is the transitive closure of
the relation ≺?.

(b) ρ′ ≺? ρ ⇒ ρ′ ≺ ρ ⇒ Th(ρ′) ⊆ Th(ρ).

(c) The relation≺ is well-founded, i.e. for every nonempty class K of refutations
there is a refutation ρ ∈ K such that for no ρ′ ∈ K do we have ρ′ ≺ ρ.

Proof. (a) and (b) are left to the reader.

(c) Suppose for contradiction that K is a nonempty class of refutations,
and for every refutation ρ in K there is a refutation ρ′ in K with ρ′ ≺ ρ.
Then by the axiom of choice there is a sequence (ρn : n ∈ ω) of refutations
in K such that for each n, ρn+1 ≺ ρn. So by the definition of ≺ there is a
sequence (ρ′n : n ∈ ω) of refutations, not necessarily in K, such that for each
n, ρ′n+1 ≺? ρ′n.

Then by (b), for each n, Th(ρ′n+1) ⊆ Th(ρ′n). Since each refutation has a
finite theory, there must be some n0 and some theory T such that for each
n > n0, Th(ρ′n) = T . Then for each n > n0, RK(ρ′n+1) < RK(ρ′n). But this
is impossible since RK(ρ′n0

) is finite. This contradiction proves (b). �

Definition 6.4.4 We say that a refutation ρ is terse if there is no refutation ρ′

with ρ′ ≺ ρ.
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Theorem 6.4.5 (a) If ρ is a terse refutation then the theory of ρ is minimal
inconsistent.

(b) Every minimal inconsistent assertoric theory is the theory of some terse refu-
tation. Moreover for every refutation ρ with minimal inconsistent theory,
either ρ is terse or there is a terse ρ′ ≺ ρ with Th(ρ′) = Th(ρ).

(c) An assertoric theory is minimal inconsistent if and only if it is the theory of
some terse refutation.

Proof. (a) Let ρ be a terse refutation and T the theory of ρ. By Theo-
rem 6.2.5 above, T is inconsistent. Suppose for contradiction that T is not
minimal inconsistent. Then there is a proper subset T ′ of T which is also in-
consistent, and by Theorem 6.2.5 again, there is a refutation ρ′whose theory
⊆ T ′. Then ρ′ ≺ ρ, contradicting the terseness of ρ.

(b) We prove the second sentence first. Let T be a minimal inconsistent
theory and ρ a refutation with theory T . Let K be the class of all refutations
ρ′ such that (1) T is the theory of ρ′ and (2) either ρ′ is ρ or ρ′ ≺ ρ. By as-
sumption K is not empty. So by Lemma 6.4.3(b) there is a refutation ρ′ ∈ K
such that ρ′′ 6≺ ρ′ for every ρ′′ ∈ K. We show that ρ′ is terse. If it is not, then
there is a refutation ρ′′ such that ρ′′ ≺? ρ′. By Lemma 6.4.3(c), the theory
of ρ′′ is a subset of that of ρ′, which is T . But T is minimal inconsistent, so
the theory of ρ′′ is T and hence ρ′′ ∈ K, contradicting the choice of ρ′. This
proves the second sentence of (b). Now if T is any minimal inconsistent
theory, then T is the theory of some refutation ρ by Corollary 6.2.6, and so
we can apply the second sentence to ρ.

(c) follows from (a) and (b). �

By Theorem 6.4.5, an assertoric theory is minimal inconsistent if and
only if it is the theory of some terse refutation. We haven’t shown that the
terse refutation is always unique, but nevertheless we will see in the next
few sections that the classification of terse refutations is useful for classify-
ing minimal inconsistent theories.

We will use the notion of terse refutations to prove that every inconsis-
tent theory in assertoric logic has a refutation with no relation symbol oc-
curring at two affirmative nodes. This will not be true for two-dimensional
logic. The calculations of the invariants are no doubt avoidable in this logic,
but they will transfer exactly to two-dimensional refutations and save us
some effort later.
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Definition 6.4.6 The following definition is for Las+uas, and will need to be
revised when we move to 2D logic. Let ρ be a refutation, µ a node of ρ and
c a constant.

(a) We say that µ is left constrained to c if the nominator of the track of µ is
fixed at c, and right constrained to c if the nominator of the other track
is fixed at c.

(b) We say that another node ν of ρ is left constrained away from µ if ν is
left constrained to a constant and µ is right constrained to a different
constant.

Our first application deals with the case where a relation symbol B oc-
curs twice in a single track, and the later occurrence is outside the tail.

Lemma 6.4.7 Let ρ be a terse refutation, and µ and ν nodes of ρ such that µ and
ν are respectively the i-th and j-th nodes of the same track, with i < j. Suppose
that µ and ν are affirmative and the same relation symbol is at both nodes. Then ν
is in the tail.

Proof. We proceed by contradiction. Assume that ν is not in the tail. Let
ρ′ be the diagram formed from ρ by deleting the nodes after µ and up to ν
inclusive. Then ρ′ is a diagram in the sense of Definition 6.2.4(a); we will
show that it is also a refutation in the sense of Definition 6.2.4. Then we
will show that ρ′ ≺ ρ. This will contradict the terseness of ρ.

The Propositional Conditions require that the relation symbol B at µ
in ρ′ is the same as the subject symbol A of the Skolem label of ν+ in ρ′.
By the Propositional Conditions in ρ, A is the same as the relation symbol
at ν, and by assumption this symbol is B. The other requirements of the
Propositional Conditions also hold in ρ′ because they held in ρ.

The Constraint Condition holds in ρ′ because it held in ρ and the two
diagrams have the same nominators.

Since we have proved that conditions (2)–(4) of Definition 6.2.4 hold in
ρ′, it follows that ρ′ is a refutation.

We show that ρ′ ≺ ρ by proving the stronger statement that ρ′ ≺? ρ.
Since every node of ρ′ was already a node of ρ, the theory of ρ′ is included
in that of ρ. So we look next at the invariant RK. Since ν is not in the tail,
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j > TL(ρ), so we have
(6.4.1)

NS(ρ′) = NS(ρ)− (j − i);
TL(ρ′) > min{TL(ρ), i}.
RK(ρ′) = NS(ρ′)− TL(ρ′)

6 (NS(ρ)− (j − i))−min{TL(ρ), i}
= max{NS(ρ)− (j − i)− TL(ρ), NS(ρ)− (j − i)− i}
= max{RK(ρ)− (j − i), RK(ρ)− (j − TL(ρ))}
< RK(ρ).

Hence ρ′ ≺? ρ as required. �

For our second application we turn to some situations where an initial
segment of a refutation can be removed, using an existential augment from
a later theory label.

Definition 6.4.8 Let ρ be a refutation and µ, ν affirmative nodes in different
tracks of ρ but with the same relation symbol A. By a support for µ and ν
we mean a sentence of the form (a) which occurs as theory label either of
a node later than µ in its track, or later than ν in its track, and has A as its
subject symbol. We say that µ and ν are supported if they have a support.

Lemma 6.4.9 Let ρ be a terse refutation and µ, ν nodes in different tracks. Sup-
pose both µ and ν carry the same relation symbol, and µ and ν are supported. Then
the following hold:

(i) µ and ν are twins in the tail.

(ii) µ and ν are the two initial nodes.

(iii) The theory label of µ and ν is also the theory label of some successor node.

Proof. By assumption there is a support ψ for µ and ν. Let ρ′ be the
diagram formed from ρ by removing all the nodes up to and including µ
and ν, and replacing them with new initial nodes µ◦, ν◦ which both carry
the Skolem label ψ[2].

The Propositional Conditions hold in ρ′ because they held in ρ, and µ◦

and ν◦ replace nodes that had in ρ the same relation symbol as µ◦ and ν◦

have in ρ′. The Constraint Condition holds in ρ′ because its nominators,
namely µ◦ and ν◦, have the same Skolem label and hence are fixed at the
same constant. It follows that ρ′ is a refutation.
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We show that if any of (i)–(iii) of the lemma fail then we have ρ′ ≺? ρ
and hence ρ′ ≺ ρ.. Suppose µ and ν are respectively the i-th and j-th nodes
in their tracks of ρ, with i 6 j.

If (i) fails then µ and ν are not twins in the tail of ρ. Then TL(ρ) < i and
so we calculate

(6.4.2)

NS(ρψ) = NS(ρ)− i− j + 2;
TL(ρψ) > 1.
RK(ρψ) = NS(ρψ)− TL(ρψ)

6 (NS(ρ)− i− j + 2)− 1
= (NS(ρ)− TL(ρ)) + (TL(ρ)− i− j + 1)
< RK(ρ) + (i− i− j + 1)
6 RK(ρ).

So ρψ ≺ ρ.
If (i) holds but (ii) fails, then µ and ν are twins in the tail but are not

initial. So i = j > 1 and TL(ρψ) = TL(ρ)− i+ 1, and we calculate

(6.4.3)

NS(ρψ) = NS(ρ)− 2i+ 2;
TL(ρψ) = TL(ρ)− i+ 1.
RK(ρψ) = NS(ρψ)− TL(ρψ)

6 (NS(ρ)− 2i+ 2)− (TL(ρ)− i+ 1)
= (NS(ρ)− TL(ρ)) + (−2i+ 2 + i− 1)
= RK(ρ) + (1− i)
< RK(ρ).

So again ρψ ≺ ρ.
If (iii) fails then the theory of ρ′ is a proper subset of that of ρ, so again

ρ′ ≺ ρ.
In each case we have contradicted the terseness of ρ. This proves the

lemma. �

Lemma 6.4.9 depends for its applications on there being supports in
the appropriate places. The following lemma is useful for finding these
supports.

Lemma 6.4.10 Let ρ be a Skolem refutation in L. Suppose µ and ν are affirmative
nodes in the upper and lower tracks of ρ respectively, and the same relation symbol
A is at both µ and ν. Then there is an affirmative node which is either later than µ
in its track, or later than ν in its track, and carries the relation symbol A.
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Proof. Let ξ be the rightmost affirmative node of the upper track such
that the relation symbol at each of µ, ξ and the nodes between them is A;
let ζ be defined likewise from ν in the lower track. Since ζ is affirmative, it
is not the terminal node of the lower track.

If ζ+ is not the terminal node of the lower track, then the Skolem label
of ζ+ is affirmative and has subject symbolA and predicate symbol distinct
from A. A Skolem piece with these features must be the first Skolem piece
of a sentence of the form (a) or (a, uas). So the theory sentence of ζ+ must
be of the form (a) or (a, uas) with subject symbol A as required.

On the other hand if ζ+ is the terminal node of the lower track, then
again it carries a relation symbol B distinct from A, and so the terminal
symbol of the upper track also carries B. Therefore ξ is not the terminal
node of the upper track, and we can use the Skolem label of ξ+ by an argu-
ment similar to that of the previous paragraph. �

6.5 Describing the assertoric MITs

We will describe the assertoric MITs by describing their terse refutations,
and then checking whether the same assertoric MIT can have more than
one terse refutation.

As above, we put L = Las+uas. We say ‘Lwithout f ’ for the logic which
has the six sentence forms of L except for the form or forms f .

Lemma 6.5.1 Let ρ be a refutation in L without (o). Then:

(a) The negative node has a theory label of the form (o, uas) if it is initial, and (e)
if it is a successor.

(b) Apart from the negative node, every successor node has a theory label of the form
(a) or (a, uas).

(c) If there are no sentences of the form (a, uas) in the theory of ρ, then only one
negative sentence appears in the theory of ρ.

Proof. The calculations are made from the Skolem pieces in Figure 6.1
(a) If the negative node is initial then its theory label has a 1-part pri-

mary Skolem piece and hence has the form (o, uas). If the negative node is
a successor then its theory label has a 2-part primary Skolem piece; since
we have excluded the form (o), the theory label must have the form (e).
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(b) Every affirmative successor node has a 2-part affirmative Skolem
label. Since we have excluded sentences of the form (o), these nodes must
have theory labels of the form (a) or (a, uas).

If (c) fails, then some negative sentence ψ is theory label of some node
ν, but its negative Skolem piece is not the Skolem label of any node. Hence
ψ has a secondary Skolem piece, and so ψ has the form (o, uas). The sec-
ondary piece is 1-part, so ν is initial. But both initials are fixed at the same
constant, so ν is in the tail, and its twin µ in the tail also has the Skolem
label ψ[2]. But ψ is not also the theory label of any successor node, since it
has no 2-part Skolem pieces. So by Lemma 6.4.9, there is no support for µ
and ν. The affirmative node provided by Lemma 6.4.10 is a successor node
and so of the form either (a) or (a, uas); so by the assumption in (c), it has
the form (a). So by Definition 6.4.8, the theory label of this node provides
a support for µ and ν. Therefore by Lemma 6.4.9, the theory label ψ on µ
and ν is also the theory label of a successor node, contradicting that ψ has
the form (o, uas). �

To progress further we need to partition the refutations in some mean-
ingful way. The following lemma indicates how.

Lemma 6.5.2 Let ρ be a refutation in L without (o), and let µ and ν be the nomi-
nator nodes of ρ. Then µ and ν carry the same theory label.

Proof. Since the two terminal nodes are fixed at the same constant, and
the Skolem pieces of distinct theory labels never carry the same constant,
the theory labels of µ and ν must be the same. �

Definition 6.5.3 Let ρ be a refutation in L without (o). The theory label of
the two nominator nodes of ρ is called the nominator sentence of rho, and
the form of the nominator sentence is called the nominator type of ρ.

We can now complete the description of the terse refutations in the case
of L without (a, uas) or (o). Recall from Corollary 6.1.7 that the classifica-
tion of the MITs for Lwithout (a, uas) or (o) exactly matches the classifica-
tion of the MITs for Las.

Theorem 6.5.4 Let ρ be a refutation in L without (o). Then exactly one of the
following holds.
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Case (i) Exactly one of the sentences in the theory of ρ has the form (i), and this
sentence is the nominator sentence.

Case (o) Exactly one of the sentences in the theory of ρ has the form (o, uas), and
this sentence is the nominator sentence and the theory label of the negative
node.

Case (a) The theory of ρ contains no sentence of either of the forms (i) and
(o, uas), and the nominator sentence has the form (a).

Proof. The only sentences with Skolem pieces that are fixed at a constant
are those of the forms (a), (i) and (o, uas), so only sentences of these forms
can be nominator sentences. We have already noted that the nominator
nodes must be the initial nodes. So the Skolem labels of the initial nodes
must be from the same sentence χ of one of the three forms (a), (i) and
(o, uas). If χ has the form (i), this leaves no node that can carry a theory
label of the form (o, uas), and vice versa. So at most one of the sentences
in the theory of ρ has the form (i) or (o, uas), and any such sentence is the
nominator sentence. �

The Theorem shows that the nominator type of the refutation ρ is deter-
mined by the theory of ρ. So the classification by nominator types applies
directly to the MITs themselves.

We can complete the details of the refutations not using (a, uas) or (o)
in short order.

Case (i). In this case the Skolem labels on the two initial nodes are
Skolem pieces of the nominator sentence χ of the form (i). We show that
each Skolem piece is the Skolem label of one of the initial nodes. If not,
then the two initial nodes carry the same relation symbol, and so by Lemma
6.4.10 and the absence of sentences of the form (a, uas), they are supported.
But then by Lemma 6.4.9, χ is also the theory label of some successor node,
which is impossible since χ has no 2-part Skolem pieces. Hence each of the
Skolem pieces of χ is the Skolem label of one of the initial nodes. Examples
show that the primary initial node can be either the lower as in (i) ↓, or
the upper as in (i) ↑. The negative node carries a label of the form (e) by
Lemma 6.5.1(a); so the lower track has at least two nodes.

In this case the theory is optimal inconsistent. Any weakening would
replace an (a) sentence by an (i) sentence, or an (e) sentence by an (o, uas)
sentence, and either of these replacements would violate Theorem 6.5.4.
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Using the conventions of Section 6.3, we can write the refutation in one
of the two forms

(6.5.1)

q
......
?

(i)[2]

C
- q(a)[1] . . . q - q(a)[1]

A

q(i)[1]

B
-

(a)[1] q . . .(a)[1]q - q(e)[1]

A

q
6......

(i)[1]

B
- q(a)[1] . . . q - q(a)[1]

A

q(i)[2]

C
-

(a)[1] q . . .(a)[1]q - q(e)[1]

A

Case (o). In this case the Skolem labels on the two initial nodes are
Skolem pieces of the nominator sentence χ of the form (o, uas). The first
Skolem piece is negative and so can only be the Skolem label of the negative
node. But could both initial nodes have as Skolem label the second Skolem
piece of χ? The answer is No by the same argument as for the case of (i).
So the Skolem labels of the initial nodes are the second Skolem piece on the
upper node and the first Skolem piece on the lower node; and the lower
node is the negative node, so that the lower track has just one node.

The theory in this case is optimal inconsistent for the same reason as in
Case (i).

Using the conventions of Section 6.3, we can write the refutation in the
form

(6.5.2)

q
......
?

(o-uas)[2]
C

- q(a)[1] . . . q - q(a)[1]

A

q(o-uas)[1]
A

Case (a). This case results when no sentence in the theory of ρ is ex-
istential. The nominator sentence χ has the form (a) with only one 1-part
Skolem piece. This piece must be the Skolem label of both initial nodes,
so that these initial nodes µ and ν are twins in the tail and carry the same
relation symbol (namely the subject symbol of χ). By Lemma 6.4.10, µ and
ν are supported. So by Lemma 6.4.9, χ is also the theory label of the second
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node of at least one of the two tracks. Then χ is not the theory label of the
second node of the other track too, since otherwise the two second nodes
would have the same Skolem label too and hence be twins; then another
application of Lemmas 6.4.10 and 6.4.9 would show that these two second
nodes are initial, a contradiction. So the tail has length 1. Since no sentence
of the form (o, uas) occurs, the theory label on the negative node has the
form (e) and so the lower track has at least two nodes.

The theory in this case is never optimal inconsistent; weakening the
first sentence of the upper track to an (i) sentence converts to Case (i). The
refutation (6.3.8) was a typical example of this case.

Lemma 6.5.5 If ρ is a terse refutation in L without (a, uas) or (o), then no two
distinct affirmative sentences in the theory of ρ have the same predicate symbol.

Proof. Suppose two affirmative sentences (f)(B,A) and (g)(C,A) occur
in the theory of ρ. These sentences must be the theory labels of two affir-
mative nodes µ, ν carrying the same relation symbol A. By Lemma 6.4.9, µ
and ν must both be in the tail; from the cases listed above it follows that µ
and ν are the two initial nodes. But we have seen that in all cases the two
initial nodes carry the same theory label. �

EXPAND THE FOLLOWING TO AN EXPLICIT ALGORITHM.
The Lemma shows how we can reconstruct the subject-predicate digraph
from the refutation ρ. The predicate symbol of the unique negative sen-
tence is the relation symbol carried by the two terminal nodes; let µ be the
upper terminal node, carrying the relation symbol A. There is at most one
affirmative universal sentence (a)(B,A) in the theory of ρ; if there is such a
sentence then µ− exists and carries the relation symbol B, and so on. Let ν
be the lower terminal node, say with theory label (e)(C,A); then ν− exists
and carries the relation symbol C, and so we can trace backwards from C
in the same way. This process spells out the upper and lower tracks until
we come to initial nodes. In Case (a) we eventually reach the same rela-
tion symbol in both tracks, and it is the symbol carried by the unique initial
node of the subject-predicate digraph. In Cases (i) and (o) the theory of
ρ contains a sentence whose subject and predicate symbols are the sym-
bols carried by the two initial nodes of ρ; in the subject-predicate digraph
this sentence provides an arrow from the subject symbol to the predicate
symbol. (In source and target this arrow matches the dotted arrow that we
added to indicate the secondary and primary nodes.)
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In sum:

Theorem 6.5.6 A set of assertoric sentences is minimal inconsistent if and only if
it has a subject-predicate digraph of one of the types (i)↑, (i)↓, (o) or (a) as above.
It is optimal inconsistent if and only if it has a subject-predicate digraph of one of
the types (i)↑, (i)↓ or (o).

6.6 Exercises

6.0. For each theory T in La∫ , let T ? be the theory in Lua∫ got by replac-
ing (a) by (a, uas) and (o) by (o, uas). Show that T is consistent if and only
if T ? has a model M in which all relations AM are nonempty. [This gives
an alternative reading of Aristotle’s assertoric sentences, as for example in
Strawson REF.]

6.1. Show that in a Skolem track, at most the terminal node is negative.

6.2. Prove the existence and properties of canonical models as defined
in Lemma 2.1.15. [Referring to Lemma 2.1.15, assume Σ has at least one
individual constant. (If not, show that one can be added and the same
result derived.) Let D be the set of all closed terms of Σ. Construct M with
domainD. For each individual constant c put cM = c, and for each function
symbol f , say 1-ary, define fM by putting fM (c) = f(c) for each individual
constant c. Use a similar idea for the relation symbols.]

6.2. Find sectors in some Skolem tracks, and zones in some refutations.

6.3. Find refutations of some inconsistent sets.

6.4. One of the other miminising cases.

6.5. Show that in a terse refutation all twins lie in the tail. (This will
follow from BELOW, but the exercise is to prove it directly from WHAT.)

6.6. Show that in a Skolem refutation an affirmative node and a negative
node never have the same theory label.

6.7. Putting these steps into a computer program is very straightfor-
ward. If the initial set of sentences is consistent, this will show up when
the outcomes are listed; there will be no atomic sentence such that both it
and its negation are outcomes. In this case the Canonical Model Theorem
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will give a model of the theorem. We can bound the size of this model: if
there are n sentences then the Herbrand universe will have cardinality at
most n. Also the number of relation symbols will be at most 2n, so the total
number of literals to be considered is 6 2× 2n× n = 4n2. So we have here
a reasonably practical decision procedure for assertoric logic.

6.8. Verify the skolemisations in Figure 6.1.

6.9. Test your understanding of the proof of Lemma le:3.4.9 by proving
the following, which is almost a generalisation of the lemma. Let T and U
be theories of Luas, both in the language L(Σ). Suppose that T is consistent,
T ⊂ U , and every circular subgraph of Γ(U) is a subgraph of Γ(T ). Prove
that U is consistent, and that it has a model satisfying (∃xAx ∧ ∃x¬Ax) for
every relation symbol A in Σ. (By Exercise 3.8 we can’t put a finite bound
on the cardinality of the model.)

6.10. Give necessary and sufficient conditions for T to be extendable to
a minimal inconsistent theory.

6.11. Show that an assertoric refutation is terse if and only if it satisfies
the condition (?) in one of Theorems th:6.1.5, th:6.1.5 and th:6.1.6. [Let T be
the theory of ρ. Suppose for example that ρ is a refutation as in Theorem
th:6.1.5, but is not terse. Then there is a refutation ρ′ ≺? ρ. By the definition
of ≺?, either the theory of ρ′ omits some sentence in T , or Th(ρ′ = T but
RK(ρ′) < RK(ρ). The first violates the fact that every assertoric refutation
is graph-circular. The second violates the fact (using Theorem th:6.1.5) that
either ρ′ or a terse refutation ≺ ρ′ has rank k + 1 where k is the number of
distinct relation symbols used in T .]

6.12. Something about moods where the contradictory node has only a
single arrow to it.
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Productivity conditions

7.1 Distribution

Definition 7.1.1 We describe a relation symbol occurring in an assertoric
sentence φ as either distributed in φ or undistributed in φ, according to the
following chart:

(7.1.1)

φ B A

(∀x(Bx→ Ax) ∧ ∃xBx) distributed undistributed
∀x(Bx→ ¬Ax) distributed distributed
∃x(Bx ∧Ax) undistributed undistributed
(∃x(Bx ∧ ¬Ax) ∨ ∀x¬Bx) undistributed distributed

These notions are simply a rearrangement of notions that we have al-
ready introduced. The following consequences are immediate:

Lemma 7.1.2 Let φ be an assertoric sentence and C a relation symbol occurring
in φ.

(a) If C is subject symbol in φ, then C is distributed in φ if φ is universal and
undistributed in φ if φ is existential.

(b) If C is predicate symbol in φ, then C is distributed in φ if φ is negative and
undistributed in φ if φ is affirmative.

�

Corollary 7.1.3 A symbol is distributed in the contradictory negation of φ if and
only if it is undistributed in φ. �

123
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Corollary 7.1.4 Let each of the words X and Y be either ‘distributed’ or ‘undis-
tributed’. Then there is a unique assertoric sentence φ(B,A) such that B is X in
φ and A is Y in φ. �

The notions of distributed and undistributed carry over to the ends of a
premise-sequence as follows.

Definition 7.1.5 Let T [B,A] be an assertoric premise-sequence.

(a) Since B occurs in only one sentence of T [B,A], we can define B to be
distributed in T [B,A] if it is distributed in the sentence of T containing
it, and undistributed in T [B,A] otherwise. Similarly with A.

(b) By Corollary 7.1.4 there is a unique assertoric sentence χ(B,A) such
thatB is distributed in χ(B,A) if and only if it is distributed in T [B,A],
andA is distributed in χ(B,A) if and only if it is distributed in T [B,A].
We call this sentence χ(B,A) the mate of T [B,A].

History 7.1.6 Nothing like the notion of distribution appears anywhere in Ibn
Sı̄nā’s logic. This fact is part of the evidence that he lacked any coherent notion
of positive and negative occurrences. A related notion seems to have first ap-
peared in Scholastic logic around the beginning of the 13th century as a classifi-
cation of kinds of quantification. By the time of Buridan it had become clear that
one could usefully extend the classification to predicates too. In fact Buridan’s
definition of suppositio confusa et distributiva ([15] 4.3.6, cf. Read [85]) yields the
table of Definition 7.1.1; translated into our terminology, Buridan makes the
symbol A distributed in the assertoric sentence φ if and only if for every model
M of φ, any structure N got from M by taking AN to be a singleton subset of
AM , leaving the rest the same, is again a model of φ. Though Buridan’s defi-
nition agrees with ours on assertoric sentences, it leaves us in the dark about
why distribution should have the properties that it does have. Some schol-
ars (for example Colwyn Williamson in a talk) understandably asked whether
the logical properties of distribution might be just a fluke. The question was a
good one, but we have a negative answer in Lyndon’s Interpolation Theorem
together with a better definition of distribution; see [39].

We proceed to put these notions to work.

Theorem 7.1.7 Let T be a finite set of assertoric sentences. Then (a) and (b) below
are equivalent:

(a) T is optimal inconsistent.

(b) (i) T is graph-circular.
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(ii) T contains exactly one negative sentence.
(iii) Every relation symbol occurring in two sentence of T is distributed in

exactly one of the two sentences.

Proof. Let Γ be the subject-predicate digraph of T .

(a) ⇒ (b): Assume (a). Then (i) and (ii) hold by Corollaries 5.3.2 and
5.3.6(a).

For (iii) we consider two adjacent sentences φ, ψ in Γ, sharing a relation
symbol C.

Case One: C is not at one of the two ends of a track. In this case the
two sentences are in the same track, say φ before ψ in the track. Then (iii)
says that if φ is affirmative then ψ is not universal, and that if φ is negative
then ψ is not existential. But by Corollary 5.3.8(b) an existential sentence
is always first in its track, and by Corollary 5.3.6(b) a negative sentence is
always last in its track.

Case Two: Both tracks have positive length and C is initial in both
tracks. Then (iii) says that the initial sentences of the two tracks are not
both universal and not both existential. The case of both universal would
have to be in type (a), which is not optimal inconsistent. The case of both
existential contradicts Corollary 5.3.8(a).

Case Three: Both tracks have positive length and C is final in both
tracks. Then (iii) says that the final sentences of the two tracks are not
both affirmative and not both negative. The case of both affirmative contra-
dicts Corollary 5.3.6(b), and the case of both negative contradicts Corollary
5.3.6(a).

Case Four: The upper track has length 0 and its only node has label
C. Since T is optimal inconsistent, we are in type (i) ↓. Clause (iii) says
that we don’t have either (1) that the initial sentence of the lower track is
existential and the final sentence of the lower track is affirmative, or that (2)
the initial sentence of the lower track is universal and its the final sentence
is negative. But (1) contradicts Corollary 5.3.6(b), and (2) contradicts the
fact that the lower track in type (i)↓ begins with an existential sentence.

(b) ⇒ (a): We verify that if (i), (ii) and (iii) hold then T has type (i) ↑,
(i)↓ or (o). We do a calculation of distributivity. There are, say, N sentences
in T , and hence 2N occurrences of relation symbols in the sentences. Of
these occurrences, exactly N are distributed, by (iii). Now by (ii), N − 1 of
the sentences are affirmative, so their predicate symbols are undistributed,
while 1 is negative and has distributed predicate symbol. It follows that



126 CHAPTER 7. PRODUCTIVITY CONDITIONS

N − 1 of the subject symbol occurrences are distributed and 1 is not; in
other words, there is exactly one existentially quantified sentence. All the
sentences except the negative and the existentially quantified (which may
be the same sentence) are (a) sentences.

Now by (i) the digraph Γ is circular. Since the subject and predicate
symbols of an assertoric sentence are distinct, T contains at least two sen-
tences.

Suppose first that T contains just two sentences. Then by (ii) just one of
the sentences is negative. If it is (e)(B,A) then both subject and predicate
are distributed, so by (iii) the other sentence is either (i)(B,A) or (i)(A,B);
in the first case T has type (i)↑ (1.1) and in the second case it has type (i)↓
(0, 2). If the negative sentence is (o)(B,A) then its subject is undistributed
and its predicate is distributed; since the other sentence is affirmative, by
(iii) it has to be (a)(B,A) and the type is (o)(1).

Secondly, suppose that T has at least three sentences, so that there is at
least one sentence of the form (a). Consider a maximal segment ∆ of the
digraph circle consisting entirely of (a) sentences. Each (a) sentence has
distributed subject symbol and undistributed predicate symbol, so by (iii)
the arrows in ∆ all point the same way around the circle, and the source of
the first arrow of ∆ is distributed at the subject of its sentence, and the target
of the last arrow of ∆ is undistributed at the predicate of its sentence. By
(iii) again, the segment has to be matched up at each end against sentences
with the opposite distributivities.

One subcase is that T contains an (i) sentence and an (e) sentence. Then
the source of the (a) segment must join up with the (i) sentence and the
target of the (a) segment must join up with the (e) sentence. If there is no
(a) sentence outside ∆, then the remaining two ends of the (i) sentence
and the (e) sentence match, giving one of the types (i) ↑ (1, n), (i) ↑ (m, 1)
or retrograde (i) ↓ (0, n). On the other hand if there is another segment
of (a) sentences, it must join up the remaining two ends of the (i) and (e)
sentences, and again we are in type (i)↑ or (i)↓.

The remaining subcase is that T contains an (o) sentence but no (i) sen-
tence or (e) sentence. Then the only possibility is that the initial node of ∆
joins up with the undistributed subject symbol of the (o) sentence, and the
final node of ∆ joins up with the distributed predicate symbol of the (o)
sentence, putting us in type (o). �

Theorem 7.1.8 Let T be a finite set of augmented assertoric sentences. Then the
following are equivalent:

(a) T is minimal inconsistent.



7.1. DISTRIBUTION 127

(b) (i) T is graph-circular.

(ii) T contains exactly one negative sentence.

(iii) Every relation symbol occurring in a sentence of T has at least one
distributed occurrence.

Proof. The proof is close to that of the previous theorem.

(a) ⇒ (b): Assume (a). Then by Theorem 5.3.1, T has one of the types
(i) ↑, (i) ↓, (o) and (a). Given the proof of the previous theorem, we need
only verify (iii) in the case of (a). The proof is exactly as before except in
Cases Two and Four. In Case Two it can now happen that both the initial
sentences are universal, so that the relation symbol C is distributed at both
occurrences. In Case Four it can now happen that the initial sentence is
universal and the final sentence is negative, again making C distributed at
both occurrences.

(b) ⇒ (a): Assume (i), (ii) and (iii). The distributivity calculation now
shows that either N or N − 1 of the subject symbol occurrences are dis-
tributed, according as T doesn’t or does contain an existential sentence. If
there is an existential sentence then the previous calculation applies and
puts us in type (i)↑, (i)↓ or (o) as before.

Suppose then that T has no existential sentence. Then every sentence
is either an (a) sentence or an (e) sentence, and by (ii) there is just one (e)
sentence.

If T has just two sentences, then one has the form (e)(B,A) and the
other can have either the form (a)(B,A) or the form (a)(A,B); the type of
T is then either (a)(1, 1) or (a)(0, 2) respectively.

If T has more than two sentences, then again we consider a maximal
segment ∆ of the circle, consisting of arrows labelled with (a) sentences. As
before, all the arrows point the same way round the circle. There must be
fewer than three such segments, or two would meet at their undistributed
final nodes and violate (iii). If there are two, their undistributed final nodes
must be source and target of the (e) arrow. If one, then its two ends attach
to the ends of the (e) arrow. In either of these cases we are in type (a). �

History 7.1.9 The results of this section are updated versions of classical results
dating back to the late Middle Ages. See Keynes [67] p. 291 for Theorem 7.1.8
in the case where T has size 3, and Thom [99] Theorems on pages 181 and 184
for the theorem in general; Thom gives a proof-theoretic proof.
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7.2 Productivity and conclusions

As we saw in Section 3.3 above, Ibn Sı̄nā addresses two questions to any
given premise-sequence. He asks first ‘Are you productive?’, and second,
‘If you are productive then what is your conclusion?’ The previous sec-
tion gives us tools for calculating the answers to both questions, for any
assertoric premise-sequence. In Theorem 7.2.6 we use those tools to state
necessary and sufficient conditions for an assertoric premise-sequence to
be productive, and in Theorem 7.2.5 we give a rule for calculating the con-
sequence of a productive assertoric premise-sequence.

But first we need to identify and disarm a troublesome case, as follows.

Definition 7.2.1 An assertoric premise-sequence of the form

(7.2.1) <(a)(A1, A0), (a)(A2, A1), . . . , (a)(An, An−1))> [A0, An],

with n > 1, is said to be goclenian.

Every goclenian premise-sequence is retrograde. There is a unique go-
clenian premise-pair, namely that of Bamalip.

Lemma 7.2.2 Let T [A0, An] be the goclenian sequence (7.2.1). Then T [A0, An]
is productive and has conclusion (i)(A0, An).

Proof. Clearly T entails (a)(An, A0), and hence also (i)(A0, An) by (a)-
conversion. The only strengthening of (i)(A0, An) is (a)(A0, An), but T
doesn’t entail (a)(A0, An). (Take a structure M with AMi = {0} for all i,
0 < i 6 n, and AM0 = {0, 1}.) �

The following characterisation of goclenian premise-sequences will be
useful.

Lemma 7.2.3 Let T [B,A] be an assertoric premise-sequence. Then T [B,A] is
goclenian if and only if it satisfies the following three conditions:

(i) Every relation symbol occurring in two sentences of T [B,A] is distributed
in at least one of the occurrences.

(ii) Every sentence in T [B,A] is affirmative.

(iii) A is distributed in T [B,A].
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Proof. Inspection shows that a goclenian premise-sequence has all of
the properties (i)–(iii). For the converse, suppose that (i)—(iii) hold and
T [B,A] has the form

(7.2.2) (φ0, . . . , φn−1)

where for each φi the relation symbols in φi are Ai and Ai+1, so that A0 is
B and An is A.

Claim. For each i (0 < i 6 n), Ai is distributed in φi−1, and φi−1
is (a)(Ai, Ai−1).

Proof of Claim. We prove the Claim by downwards induction on i. The
base case is where i = n. Here An is A and hence is distributed in φn−1 by
(iii). Since φn−1 is affirmative by (ii), it follows that φn−1 is (a)(An, An−1).
This proves the Claim when i = n.

Next we show that if the Claim holds for a given i with 1 < i, then

(7.2.3) Ai−1 is distributed in φi−2, and φi−2 is (a)(Ai−1, Ai−2).

Since φi−1 is (a)(Ai, Ai−1) by induction hypothesis,Ai−1 is undistributed in
φi−1 and so by (i) it is distributed in φi−2, giving the first part of (7.2.3). The
second part is given by the same argument as for the base case. � Claim.

By the Claim, T [B,A] is goclenian. �

History 7.2.4 In the post-medieval Aristotelian tradition, arguments whose
listed premises are as in (7.2.1), with n > 3, went by the name of goclenian
sorites. The conclusion was taken to be (a)(An, A0). The goclenian sorites is
named after Rudolf Göckel (1547–1628), who held a chair of philosophy at the
University of Marburg; see p. 257 of his [32]. (He is also credited with inventing
the word ‘psychology’.)

As promised, we can now find the conclusion of any productive asser-
toric premise-sequence.

Theorem 7.2.5 Let T [B,A] be a productive assertoric premise-sequence. Then:

(a) If T [B,A] is not goclenian then its conclusion is its mate (Definition 7.1.5(b)).

(b) If T [B,A] is goclenian then its conclusion is (i)(B,A), which is not its
mate.
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Proof. Since T [B,A] is productive, it has a conclusion χ(B,A), and by
Corollary 5.3.4 the antilogism

(7.2.4) T [B,A] ∪ {χ(B,A)}

is an assertoric MIT. It follows by Theorem 7.1.8 that if B is undistributed
in T [B,A] then it is distributed in χ(B,A) and hence (by Corollary 7.1.3)
undistributed in χ(B,A). Likewise if A is undistributed in T [B,A] then it
is undistributed in χ(B,A).

Claim One. B is distributed in T [B,A] if and only if B is dis-
tributed in χ(B,A).

Proof of Claim. Right to left in the Claim has already been shown. For the
converse, assume B is distributed in T [B,A]. Then Theorem 7.1.8 allows B
to be either distributed or undistributed in χ(B,A). If χ is affirmative, this
means that for (7.2.4) to be minimal inconsistent, χ can be either (a)(B,A)
or (i)(B,A). But (a)(B,A) ` (i)(B,A) and not conversely; so by Definition
3.3.2(b), (a)(B,A) is a conclusion of T [B,A] and (i)[B,A] is not. Similarly
if χ is negative and a conclusion of T [B,A] then χ is (e)(B,A). Either way,
the conclusion χ(B,A) is universal, so that B is distributed in it.

� Claim One.

Claim Two. If A is undistributed in T [B,A] then it is undis-
tributed in χ(B,A). If A is distributed in T [B,A] but undis-
tributed in χ(B,A), then T [B,A] is goclenian.

Proof of Claim Two. The first sentence was proved in the first paragraph.
For the second sentence, assume A is distributed in T [B,A] but not in
χ(B,A). Then A is distributed in χ(B,A), so that χ(B,A) is negative. Since
(7.2.4) is minimal inconsistent, it follows from the Rule of Quality (Corol-
lary 5.3.6(a)) that every sentence in T [B,A] is affirmative. Also it follows
from Theorem 7.1.8 that every relation symbol occurring in two sentences
of T [B,A] is distributed in at least one occurrence. So by Lemma 7.2.3,
T [B,A] is goclenian. � Claim Two.

We deduce the Theorem as follows. For (a), if T [B,A] is not goclenian,
then it follows by the two Claims that χ(B,A) is the mate of T [B,A]. For
(b), by Lemma 7.2.2 the conclusion is (i)(B,A). This is not the mate of
T [B,A], since A is distributed in T [B,A] but undistributed in (i)(B,A).

�

We can also find a necessary and sufficient condition for an assertoric
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premise-sequence to be productive.

Theorem 7.2.6 Let T [B,A] be an assertoric premise-sequence. Then the follow-
ing are equivalent:

(a) T [B,A] is productive.

(b) The following both hold:

(i) Every relation symbol that occurs in two sentences of T is distributed
in at least one of them, and

(ii) T [B,A] contains at most one negative sentence; and if it contains a
negative sentence then A is distributed in T [B,A].

Proof. (a)⇒ (b): Assume T [B,A] is productive, so that it has a conclu-
sion χ(B,A). Then the theory

(7.2.5) T ∪ {χ(B,A)}

is minimal inconsistent by Corollary 5.3.4, and so Theorem 7.1.8 gives (i)
and the first clause of (ii). For the second clause, suppose T [B,A] contains
a negative sentence, and hence is not goclenian. By the Rule of Quality
(Corollary 5.3.6(a)) χ(B,A) is affirmative, so χ(B,A) is negative, and hence
A is distributed in χ(B,A). By Theorem 7.2.5(a), χ(B,A) is the mate of
T [B,A], and so A is distributed in T [B,A]. This proves (b).

(b)⇒ (a): Assume (b). Since goclenian premise-sequences are produc-
tive by Lemma 7.2.2, we can also assume that T [B,A] is not goclenian. Let
χ(B,A) be the mate of T [B,A], and consider the theory

(7.2.6) T ∪ {χ(B,A)}.

We will show that (7.2.6) is an MIT. This will prove that (7.2.6) is inconsis-
tent, and hence that T ` χ(B,A), which implies that T is productive.

Since T [B,A] is graph-linear, (7.2.6) is graph-circular. By (i) and the
fact that χ(B,A) is the mate of T [B,A], every relation symbol occurring in
(7.2.6) is distributed in at least one of its occurrences. So by Theorem 7.1.8,
to show that (7.2.6) is an MIT, it suffices to show that (7.2.6) contains exactly
one negative sentence.

Suppose for contradiction that (7.2.6) contains either (1) no negative
sentences or (2) at least two negative sentences.
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In case (1), χ(B,A) is affirmative, so χ(B,A) is negative and A is dis-
tributed in T [B,A]. Then by Lemma 7.2.3, T [B,A] is goclenian, contrary to
assumption.

In case (2), since by (ii) T contains at most one negative sentence, χ(B,A)
must be negative, so that χ(B,A) is affirmative, and A is undistributed in
χ(B,A) and hence also in T [B,A] by choice of χ(B,A). But also by (ii),
since T contains a negative sentence, A is distributed in T [B,A], which is a
contradiction. �

7.3 The Philoponus rules

In the previous section we gave necessary and sufficient conditions for pro-
ductivity of an assertoric premise-sequence, and a rule for finding the con-
clusion of a productive assertoric premise-sequence. Ibn Sı̄nā stated his
own versions of these conditions and rule at the beginning of his study of
assertoric syllogisms, in all his major logical works from Muk

¯
tas.ar onwards

(except that the account of the rule in Išārāt is curtailed, like much else in
Išārāt). Stating them at the start of the list of moods seems to have been his
own innovation, which he justifies in Qiyās [55] i.2. See [45] for more on his
likely motivation, and [47] for a translation of Qiyās i.2.

So this is one place where we can make a direct comparison between
Ibn Sı̄nā’s account and the logical facts. Ibn Sı̄nā based his conditions and
rule on earlier work reported by the 6th century Alexandrian logician John
Philoponus, and we will include Philoponus’ versions in the comparison.

Both Philoponus and Ibn Sı̄nā confine their statements of the conditions
and rule to the first three figures. The earliest Arabic account that we have
of the fourth figure is by Rāzı̄’s teacher al-Jı̄lı̄ in the mid 12th century; see
Exercise 7.6.

We begin with the conditions of productivity.

Theorem 7.3.1 Let T [C,A] be an assertoric premise-pair consisting of a premise
φ1 whose relation symbols are C and B, and a premise φ2 whose relation symbols
are B and A. (So φ1 is the minor premise and φ2 the major, C the minor extreme,
B the middle term and A the major extreme.) Then T [C,A] is productive if and
only if it meets the following three conditions:

(α) φ1 and φ2 are not both negative.

(β) φ1 and φ2 are not both existential.
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(γ) Further requirements according to the figure of T [C,A]:

First figure: φ1 is affirmative and φ2 is universal.

Second figure: At least one of φ1 and φ2 is negative, and φ2 is universal.

Third figure: φ1 is affirmative.

Fourth figure: If φ1 is existential then φ2 is negative; and if φ2 is existen-
tial then both premises are affirmative.

Proof. We show that these conditions are equivalent to conditions (i),
(ii) in Theorem 7.2.6.

First assume T [C,A] is productive, so that (i) and (ii) of Theorem 7.2.6
hold. We will show that (α), (β) and (γ) hold. (α) is immediate from (ii).
By (i), at least one occurrence of B in T is distributed. If (β) fails then
both premises have undistributed subject symbols, and by (α) at least one
of them has undistributed predicate symbol, so the distributed occurrence
of B must be the predicate symbol of the other premise, making the other
premise negative; but then by (ii), the occurrence of A is distributed too,
which is arithmetically impossible. So (β) holds.

In first figure, if φ1 is negative then by the second part of (ii), φ2 is also
negative, contradicting the first part of (i). So φ1 is affirmative. If φ2 is
existential then B is undistributed in φ2 and hence distributed in φ1 by (i);
this makes φ1 negative and hence is impossible. So φ2 is universal.

In second figure, if both premises are affirmative thenB is undistributed
at both occurrences, contradicting (i). Hence at least one premise is nega-
tive, and so the occurrence of A in φ2 is distributed by (ii), making φ2 uni-
versal.

In third figure, if φ1 is negative then the occurrence of A in φ2 is dis-
tributed, making φ2 negative too and hence contradicting (α).

In fourth figure, if φ1 is existential then B is undistributed in φ1, so B
is distributed in φ2 by (i), making φ2 negative. If φ2 is existential then A is
undistributed in φ2, and hence by (ii) both premises are affirmative.

Second, assume that the conditions (α), (β) and (γ) hold; we deduce (i)
and (ii) of Theorem 7.2.6, so that by that theorem T [C,A] is productive.

The first part of (ii) is immediate from (α). We prove (i) by examining
the four figures. In first figure, φ2 is universal and hence B is distributed
in φ2. In second figure at least one premise is negative and hence at least
one occurrence of B is distributed. In third figure at least one premise is
universal by (β), and hence at least one occurrence of B is distributed. In
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fourth figure either φ1 is universal or φ2 is negative, and hence at least one
occurrence of B is distributed. This proves (i).

It remains to prove the second part of (ii). Suppose this fails, so that
there is a negative premise but the occurrence of A in φ2 is undistributed.
In figures one and three it follows that φ2 is affirmative; but in these two
figures the conditions tell us that φ1 is affirmative too, contradicting that
there is a negative premise. In figures two and four the condition on A
implies that φ2 is existential; by the figure conditions, this is impossible in
figure two, and in figure four it impllies that both premises are affirmative,
contradicting that there is a negative premise. So the second part of (ii)
must be true too. �

History 7.3.2 The conditions of productivity in Theorem 7.3.1 for the first three
figures are exactly as stated by Philoponus [80] 70.1–21. (Philoponus counts
Ibn Sı̄nā’s fourth figure as a special case of the first figure and gives no separate
conditions for it.) Ibn Sı̄nā states the same conditions as Philoponus, but in
Muk

¯
tas.ar, Najāt and Qiyās he adds a further general condition: ‘It is not the case

that φ1 is negative and φ2 is existential’. This condition follows from the others
(see Exercise 7.4 below), so it is correct but redundant.

History 7.3.3 Philoponus says that the productivity conditions were assembled
from remarks of Aristotle, and the purpose of assembling them was to help in
the task of counting the number of valid moods—this was a typical preoccupa-
tion of Roman Empire logicians. The remarks of Aristotle that Philoponus has
in mind are places where Aristotle summarises the results of sterility proofs.
This enables Ibn Sı̄nā, having stated the conditions at the outset of his account
of assertoric moods, to spend no more time on questions of sterility. Abū al-
Barakāt—one of the very few logicians capable of applying independent judg-
ment to Ibn Sı̄nā’s logic before the generation of Rāzı̄ and Suhrawardi—took
issue with Ibn Sı̄nā at this point and insisted on giving Aristotle-style sterility
proofs for the sterile assertoric moods. Cf. [10], for example p. 140 on sterility
in Second Figure.

We turn to the rule for determining the conclusion of a productive asser-
toric premise-pair. In Theorem 7.2.5 we stated the rule using distribution.
Ibn Sı̄nā didn’t have this notion. But the following corollary translates the
rule into terms that he would have understood at once.

Corollary 7.3.4 Let<φ1, φ2> [C,A] be a productive premise-pair in first, second
or third figure, and χ(C,A) the conclusion of this premise-pair. Then χ(C,A) is
identified by the following facts:

(a) χ(C,A) is universal if and only if (in first and second figures) φ1 is univer-
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sal, or (in third figure) φ1 is negative;

(b) χ(C,A) is negative if and only if (in first and third figures) φ2 is negative,
or (in second figure) φ2 is universal.

The proof is read off from Lemma 7.1.2 and the definition of the figures.
�

Philoponus ([80] 123.12–20) tells us that Aristotle and his pupils thought
of the question as: From which premise does the conclusion inherit each of
its properties (quantity, quality, modality)? So to say, which parent does
the baby get its ears from? Answers were given in terms of which premise
the conclusion ‘follows’ (in Arabic yatbacu). Hence I speak of ‘rules of fol-
lowing’, though this is my phrase, not one found in Ibn Sı̄nā. The book [45]
discusses the history more fully, including Ibn Sı̄nā’s notion of ‘dominance’
(cibra). Here I confine myself to the version that Ibn Sı̄nā gives in his dis-
cussions of assertoric logic (again excluding Išārāt which has only a partial
version).

Definition 7.3.5 The Peiorem Rule states (falsely) that if T [C,A] is a pro-
ductive assertoric premise-pair, then its optimal conclusion χ[C,A] has the
following properties:

(a) χ is negative if and only if at least one premise in T is negative.

(b) χ is existential if and only if at least one premise in T is existential.

It can also be stated as: In quality and quantity, χ follows the worse of the
two premises, where negative is worse than affirmative and existential is
worse than universal.

The Peiorem rule is false, but remarkably it’s false for only two of the
two-premise assertoric moods, namely Darapti and Felapton which both
have universal premises and existential conclusion. Ibn Sı̄nā was well aware
of this exception; he calls attention to it in Najāt [57] 64.1–3 and in a smaller
work cUyūn al-h. ikma [63] 50.2f. This is tiresome for the historian, because it
implies that in reading Ibn Sı̄nā we have to factor in the possibility that he
is being careless about cases that he considers marginal. There are two dif-
ferent explanations of this particular piece of carelessness. He may reckon
that a correction of the Peiorem rule wouldn’t repay the cost of the com-
plication. Or he may hope that his readers will overlook the difference
between ‘exactly as bad as the worst’ and ‘no better than the worst’. Either



136 CHAPTER 7. PRODUCTIVITY CONDITIONS

way, the Peiorem rule stands as a classic example of spotting the wrong
pattern and then sticking with it in spite of the evidence.

History 7.3.6 ‘Worse’ is ’ak
¯

ass in Arabic, and peior in Latin. Ibn Sı̄nā states
the rule at Muk

¯
tas.ar 49b8, Najāt 53.13–15 and Qiyās 108.9. (The Cairo edition

of Qiyās, [55], reports that the manuscripts have ‘better’ (’ah. san) rather than
‘worse’ at this point. This can only be a miscopying, though it’s surprising that
a mistake of this kind, which must have been made very early in the trans-
mission of the book, survived so many copyings without being picked up.) In
Išārāt the Peiorem rule is apparently downgraded, being stated at 145.3 only
for first figure syllogisms—for which it is correct. In the Muk

¯
tas.ar, Najāt and

Išārāt passages Ibn Sı̄nā is explicit that he is asserting the rule for quantity and
quality.

7.4 Exercises

7.1. Let φ be an assertoric sentence and φ− the unaugmented assertoric
sentence that results from removing the augment (if any) in φ. Suppose the
relation symbol A occurs in φ. Show that the following are equivalent:

(a) A is distributed (resp. undistributed) in φ.

(b) A has only negative (resp. positive) occurrences in φ−.

COMPLETE THIS.

7.2. Exercise on Buridan’s definition of distribution.

7.3. Show that it is not true that if T [B,A] is an assertoric premise-
sequence and each segment of length 2 in T [B,A] is productive, then T [B,A]
is productive.

Solution: Take for example < (e)(D,C), (a)(B,C), (o)(B,A)> [D,A].
The first segment of length 2 is Camestres and the second is Bocardo, but
the premise-sequence is sterile since it contains two negative sentences.

7.4. Verify that the conditions of productivity in Theorem 7.3.1 entail
the statement ‘It is not the case that φ1 is negative and φ2 is existential’. (Cf.
History 7.3.2. In fact the statement follows from the special figure condi-
tions (γ) without needing (α) and (β).)

Solution. We quote the conditions in (γ) of Theorem 7.3.1. In First and
Second Figures the statement follows from the condition that φ2 is univer-
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sal. In Third Figure it follows from the condition that φ1 is affirmative. In
Fourth Figure it follows from the condition that if φ2 is existential then both
premises are affirmative.

7.5. William of Sherwood [94] p. 76 quotes the Philoponus conditions of
productivity, but leaving out the condition that in Second Figure the major
premise must be universal.

(a) Show that this omission is an error. More precisely, give two exam-
ples of sterile assertoric premise-pairs in Second Figure, <φ1(C,B),
φ2(A,B))> [C,A], which satisfy (α) and (β) of Theorem 7.3.1 and
have exactly one negative premise.

(b) Show that if T [C,A] is a sterile premise-pair as in (a), then T [A,C] is
a productive premise-pair in Second Figure. [This could have misled
Sherwood.]

Solution. (a) <(a)(C,B), (o)(A,B)> [C,A] and <(e)(C,B), (i)(A,B)>
[C,A] are examples.

(b) The premise-pair T [A,C] is again in Second Figure, and it satisfies
(α) and (β) since they are symmetric between the two premises. Similarly
it has exactly one negative premise. Since T [C,A] was sterile, φ2 was exis-
tential and so φ1 was universal. Since φ1(A,B) becomes the major premise
in T [A,C], all the conditions for T [A,C] to be productive are met.

7.6. In the 12th century Al-Jı̄lı̄ gave the following productivity condi-
tions for the assertoric fourth figure ([27] p. 221; I thank Asadollah Fallahi
for making this paper available):

(7.4.1)

(i) Neither premise is of the form (o).

(ii) If the minor premise is of the form (e) then the major
premise is of the form (a).

(iii) If the minor premise is of the form (i) then the major
premise is not of the form (a).

Infer from Theorem 7.3.1 that these conditions are necessary but not jointly
sufficient, and that they can be made sufficient by adding that there is at
most one existential premise.
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Solution. We restrict attention to the Fourth Figure. We show that the
conditions (i)–(iii) are necessary. (i) If φ1 has the form (o) then it is existen-
tial, so by (γ) φ2 is negative, hence by (α) φ1 is affirmative, contradiction.
If φ2 has the form (o) then it is existential, so by (γ) both premises are affir-
mative, contradiction. (ii) If φ1 has the form (e) then it is negative, so φ2 is
universal by (γ) and affirmative by (α). (iii) If φ1 has the form (i) then φ2 is
negative by (γ), and hence not of the form (a).

The conditions (i)–(iii) are not sufficient for productivity. They are all
met if both premises are of the form (i), but this violates (β).

We show that if we add (β) to (i)–(iii), all the conditions of Theorem
7.3.1 are derivable. If both premises are negative, then by (i) φ1 is not of
the form (o), and by (ii) φ1 is not of the form (e); this proves (α). (β) is
assumed. For the condition in (γ), first suppose that φ1 is existential, so
that by (i), φ1 has the form (i) and hence by (iii), φ2 is not of the form (a).
By (β), φ2 is universal, and so φ2 must be of the form (e), which is negative.
Second, suppose φ2 is existential. Then by (ii), φ1 is not of the form (e),
and by (i), φ1 is not of the form (o), so φ1 is affirmative; also by (i), φ2 is
affirmative.

7.7. Show:

(a) If the Peiorem rule for assertoric logic is taken to refer to productive
premise-sequences of arbitrarily length, then it is equivalent to the
claim:

In an assertoric MIT, an UNWEAKENABLE sentence φ is (1) af-
firmative if and only if at least one other sentence in the MIT is
negative, and (2) universal if and only if at least one other sen-
tence in the MIT is existential.

(b) In the form spelled out in (a), the rule is true of an assertoric MIT T if
and only if the nominator type of T is not (a).



Chapter 8

Ibn Sı̄nā’s assertoric proof
theory

Ibn Sı̄nā’s own proof theory for assertoric sentences serves a different pur-
pose from ours in Chapter 6 above. Our aim was to characterise the mini-
mal inconsistent sets, using a method that we can extend to two-dimensional
sentences. Ibn Sı̄nā’s aim is to describe a process that leads us step by step
from a commitment (Arabic taslı̄m) to the premises in a premise-sequence
to a commitment to the conclusion.

Ibn Sı̄nā splits his proof theory into two parts, according to how fine-
grained the steps are. One part takes the two-premise moods as steps, and
shows how they can be used to derive conclusions from arbitrary produc-
tive premise-sequences. Ibn Sı̄nā expounds this in Qiyās [55] ix.3–6; he
assumes throughout that the sentences he is dealing with are assertoric,
though he makes a remark that the process can be extended to all recom-
binant syllogisms. The other part takes as steps the perfect two-premise
moods together with some conversions and ectheses; in effect this part
shows how to make derivations by reasoning from first principles.

8.1 Derivations

We are studying how one deduces a single assertoric sentence from a premise-
sequence. We begin with the account in Qiyās ix.3. Here Ibn Sı̄nā describes
adjustments that are made to the premise-sequence until only a single sen-
tence is left; this sentence is the conclusion.

139
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Definition 8.1.1 (a) By a rule-book we mean a set of rules of the form

(8.1.1) T [B,A] ⇒ U [B,A]

where T [B,A] and U [B,A] are premise-sequences with the same mi-
nor extreme and the same major extreme.

(b) Let R be a rule-book. By an R-derivation we mean a finite sequence
of premise-sequences such that (i) the final premise-sequence is for-
wards and has length 1, and (ii) if T [B,A] and U [D,C] are two con-
secutive premise-sequences in the sequence, then the rule T [B,A] ⇒
U [D,C] is in R. (It follows that B = D and A = C.) The posit (Arabic
wad. c) of the R-derivation is its first premise-sequence. The conclusion
(Arabic natı̄ja) of the R-derivation is the sentence in its final premise-
sequence.

(c) We write

(8.1.2) T [B,A] `R φ

to mean that there is an R-derivation whose posit and conclusion are
respectively T [B,A] and φ.

(d) A derivation is an R-derivation for some rule-book R (which will usu-
ally be determined by the context). The derivation is said to be from
(Arabic min) its posit and of (Arabic calā) its conclusion.

(e) If a derivation is the sequence (T1, . . . , Tn) where each Ti is a premise-
sequence, then we call Ti the i-th line of the derivation. The length of
the derivation is n.

I give the definition above without claiming—at least not in this book—
that Ibn Sı̄nā himself wrote derivations as sequences of premise-sequences,
or that he wrote each line of a derivation as a literal ‘line’. In [47] we assess
the limited evidence about how he did think and write derivations.

Definition 8.1.2 Let P be a class of premise-sequences, and R a rule-book.

(a) We say that R is sound for P if for all premise-sequences T [B,A] in P
and all sentences φ, if

(8.1.3) T [B,A] `R φ
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then

(8.1.4) T [B,A] B φ

(cf. Definition 3.3.2(b) for B).

(b) We say that R is complete for P if for all premise-sequences T [B,A] in
P and all sentences φ, if (8.1.4) then (8.1.3).

The next few definitions and lemmas collect up what we need for prov-
ing soundness and completeness.

Lemma 8.1.3 <φ(B,A)> [B,A] B φ(B,A).

�

Definition 8.1.4 Suppose T [B,A] andU [B,A] are productive premise-sequences
with the same minor extreme B and the same major extreme A. We write

(8.1.5) T [B,A] ∇ U [B,A]

to mean that for all sentences φ(B,A),

(8.1.6)
T [B,A] B φ(B,A) if and only if
U [B,A] B φ(B,A).

So∇ is an equivalence relation on the class of productive premise-sequences.

Lemma 8.1.5 Let T [B,A] be an assertoric productive premise-sequence. Then

(8.1.7) T [B,A]∇ <φ(B,A)> [B,A]

if and only if

(8.1.8) T [B,A] B φ(B,A).

Proof. The direction⇒ follows at once from Lemma 8.1.3. In the other
direction, (8.1.8) and Lemma 8.1.3 imply that both T [B,A] and<φ(B,A)>
[B,A] have the consequence φ(B,A). But by Corollary 5.3.7(b), in assertoric
logic conclusions are unique. �

The next definition helps us to define rules.
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Definition 8.1.6 (a) Let V [D,C] be a premise-sequence. We recall from
Definition 3.3.1 that this means V is a graph-linear theory with a di-
rection defined by [D,C]. A segment of V [D,C] consists of a graph-
linear theory T got by removing zero or more sentences at each end
of V , and choosing the terms [B,A] to give T the direction inherited
from V . So the resulting segment of V [D,C] is a premise-sequence
T [B,A]. We call T [B,A] an initial segment of V [D,C] if T contains the
initial sentence of V , a final segment of V [D,C] if T contains the final
sentence of V , and an internal segment of V [D,C] if it is neither initial
nor final.

(b) We write V [D,C] as

(8.1.9) <. . . T [B,A] . . .> [D,C]

to indicate that T [B,A] is a segment of V [D,C]. Then we write

(8.1.10) <. . . U [B,A] . . .> [D,C]

to mean the premise-sequence that results from V [D,C] if the seg-
ment T [B,A] is replaced by U [B,A]. We call (8.1.10) the result of re-
placing T [B,A] by U [B,A] in V [D,C].

(c) If the first ‘. . .’ is missing in (8.1.9) and (8.1.10), this indicates that
T [B,A] is an initial segment of V [D,C]; if the second ‘. . .’ is missing
then T [B,A] is a final segment of V [D,C].

Lemma 8.1.7 Let V [D,C] be a productive assertoric premise-sequence and T [B,A]
a segment of V [D,C]. Then T [B,A] is also productive.

Proof. We use the criterion of productivity stated in Theorem 7.2.6 above.
Condition (i) automatically passes from V [D,C] to the segment T [B,A],
and so does the first part of (ii).

For the second part of (ii), suppose for contradiction that T [B,A] con-
tains a negative sentence φ, but A is undistributed in T [B,A]. Since φ is
also in V , (ii) in V [D,C] implies that C is distributed in V [D,C]. So φ is not
the final sentence of V [D,C]. Let U [E,C] be the final segment of V [D,C]
that starts at the sentence immediately after φ. Then the conditions (i)–(iii)
of Lemma 7.2.3 are satisfied by U [E,C], so by that Lemma, U [E,C] is go-
clenian. The term A is one of the terms of U [E,C], but not its final (major)
extreme. Write ψ for the second sentence containing A; then ψ has the form
(a) and A is its predicate term. So A is undistributed in ψ, and hence by
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(i) of Theorem 7.2.6, A is distributed in the sentence immediately before ψ.
But this means that A is distributed in T [B,A], contradiction. �

Lemma 8.1.8 Let T [B,A] be a productive premise-sequence. Then T [B,A] con-
tains a negative sentence if and only if T [B,A] is not goclenian and A is dis-
tributed in T .

Proof.⇒: If T [B,A] contains a negative sentence then A is distributed
in T by Theorem 7.2.6, and certainly T [B,A] is not goclenian. In the other
direction, suppose T [B,A] is not goclenian and A is distributed in T . Since
T [B,A] is productive, each internal term of T [B,A] is distributed in at least
one occurrence. It follows by Lemma 7.2.3 that T [B,A] contains a negative
sentence. �

Lemma 8.1.9 Let T [B,A] andU [B,A] be productive assertoric premise-sequences.
Then T [B,A]∇U [B,A] if and only if one of the following holds:

(a) Neither T [B,A] nor U [B,A] is goclenian, and they have the same distribu-
tivity at A and at B.

(b) Both are goclenian.

(c) One (say T [B,A]) is goclenian and the other is not; and in U [B,A], both B
and A are undistributed.

Proof. This is read off from Theorem 7.2.5. �

Lemma 8.1.10 Let T [B,A] and U [B,A] be productive premise-sequences such
that T [B,A]∇U [B,A] and U [B,A] is not goclenian. Let V [D,C] be a productive
premise-sequence which has T [B,A] as a segment, and letW [D,C] be the premise-
sequence that results from V [D,C] by replacing T [B,A] by U [B,A]. Suppose
also that if at least one of T [B,A] and U [B,A] is goclenian, then V [D,C] is
goclenian and T [B,A] is a final segment of V [D,C]. Then W [D,C] is productive
and V [D,C]∇W [D,C].

Proof. We take the three cases of the previous lemma.
Case (a): neither T [B,A] nor U [B,A] is goclenian, and both have the

same distributivity at A and the same distributivity at B. Then neither
V [D,C] nor W [D,C] is goclenian, and both have the same distributivity at
D, and the same distributivity at C. By Lemma 8.1.8, V [D,C] and W [D,C]
both or neither contain a negative sentence; so W [D,C] is productive by
Theorem 7.2.6, and V [D,C]∇W [D,C] by Lemma 8.1.8 again.
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Case (b): both T [B,A] and U [B,A] are goclenian.. Then as in case (a),
V [D,C] has the same distributivity as W [D,C], both at D and at C. Also
V [D,C] is goclenian if and only if W [D,C] is goclenian. If neither is gocle-
nian, then againW [D,C] is productive by Theorem 7.2.6, and V [D,C]∇W [D,C]
by Lemma 8.1.8. If both are goclenian then both are productive and have
the conclusion (i)(D,C).

Case (c): suppose first that T [B,A] is goclenian and U [B,A] is not, and
in U [B,A] both extremes are undistributed. By the extra condition in this
case, V [D,C] is goclenian and both D and C are undistributed in W [D,C].
Then by the LEMMA, no negative sentence appears in W [D,C]. The dis-
tributivity condition is met at internal terms, since the change of distribu-
tivity is at the end. SoW [D,C] is productive, and then again by the Lemma,
V [D,C]∇W [D,C].

What about the remaining case, that U [B,A] is goclenian and T [B,A] is
not. How do we show W [D,C] is productive? It has the requirement on
internal terms. Suppose W [D,C[ contains a negative, which neceesarily is
not in U [B,A]. Then that negative is in V [D,C] too, so by assumption that
V is productive, C is distributed in V . This contradicts that T [B,A] is not
goclenian, since then it would have C undistributed. MAYBE NOT NEED
THIS CASE. �

8.2 Compound from simple

Definition 8.2.1 The rule-book R1 is defined as follows.

(a) Let T [B,A] be any non-goclenian productive assertoric premise-pair,
and φ(B,A) its conclusion. Then R1 contains all the rules of the form

<. . . , T [B,A], . . .> [D,C] ⇒
<. . . ,<φ(B,A)> [B,A], . . .> [D,C].

(So the rule takes a line of the derivation to the line got by replacing
the segment T [B,A] by the segment<φ(B,A)> [B,A].)

(b) Let T [B,C] be the goclenian productive assertoric premise-pair (i.e.
the premises of the mood Bamalip), and φ(B,C) its conclusion. Then
R1 contains all the rules of the form

<. . . , T [B,C]> [D,C] ⇒
<. . . ,<φ(B,C)> [B,C]> [D,C].



8.2. COMPOUND FROM SIMPLE 145

(So Bamalip is applied only when its premises are a final segment of
the line of the derivation.)

There are no other rules in R1.

Lemma 8.2.2 Let V [D,C] ⇒ W [D,C] be a rule in R1. Then W [D,C] is pro-
ductive and V [D,C]∇W [D,C].

Proof. This is covered by Lemma 8.1.10. �

Theorem 8.2.3 The rule-book R1 is sound and complete for the class of all asser-
toric premise-sequences.

Proof. First we prove soundness, by induction on the length of the
derivation. Let D be an R1-derivation of length n.

Suppose first that n = 1. Then the one line of D must consist of a
premise-sequence of length 1, say <φ(B,A)> [B,A]. In this case sound-
ness states that

(8.2.1) <φ(B,A)> [B,A] B φ(B,A)

This holds by Lemma 8.1.3.
Next suppose that n > 1. Let V [D,C] and W [D,C] be the first and

second lines of D, and let D′ be the derivation got from D by removing the
first line. By Lemma 8.2.2, V [D,C] ∇W [D,C].

Now let χ(D,C) be the conclusion of both D and D′. By induction
hypothesis W [D,C] B χ(D,C). By the definition of ∇ it follows that
V [D,C] B χ(D,C) as required. This proves soundness.

Next we prove completeness. Let V [D,C] be a productive assertoric
premise-sequence of length n, with conclusion χ(D,C). We prove that

(8.2.2) V [D,C] `R1 χ(D,C)

by induction on n.
Assume first that n = 1. Then by Lemma 8.1.3, the R1-derivation con-

sisting of the single line

(8.2.3) <χ(D,C)> [D,C]

has posit V [D,C] and conclusion χ(D,C) as required.
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Next suppose that n > 1.

Claim. There is a premise-sequenceW [D,C] of length n−1 such
that V [D,C]⇒W [D,C] is a rule in R1.

Proof of claim. There is a segment T [B,A] of V [D,C] of length 2 which
either is not goclenian or is a final segment. (If all segments of length 2
are goclenian, take the last one.) Choose such a T [B,A]. Since V [D,C] is
productive, by Lemma 8.1.7 T [B,A] is also productive, say with conclusion
φ(B,A). So by Definition 8.2.1, R1 contains a rule

<. . . , T [B,A], . . .> [D,C] ⇒
<. . . ,<φ(B,A)> [B,A], . . .> [D,C].

where the first premise-sequence in the rule is V [D,C]; take W [D,C] to be
the second premise-sequence of the rule. Then W [D,C] has length n− 1. �
Claim.

By induction hypothesis there is an R1-derivation E with posit W [D,C]
and conclusion χ(D,C). Form the derivation D from E by adding V [D,C]
in front of the first line ofW [D,C]. Then D is an R1-derivation by the Claim,
and D has posit V [D,C] and conclusion χ(D,C) as required. �

Bearing in mind that Ibn Sı̄nā rejected fourth-figure syllogisms as un-
natural, we should check what happens if they are excluded from the rule-
book.

Definition 8.2.4 We define the rule-book R2 exactly as R1, except that in
clause (b) of Definition 8.2.1 we add the requirement that T (B,A) is not
retrograde.

Theorem 8.2.5 The rule-book R2 is sound and complete for the class of all non-
retrograde assertoric premise-sequences.

Proof. Soundness is a special case of the soundness of R1 proved in The-
orem 8.2.3 above. For completeness the proof is the same as for Theorem
8.2.3, except that we have to check that if V [D,C] is not retrograde then it
has a segment of length 2 that is not retrograde. This is trivially true. �

Since Ibn Sı̄nā rejected fourth-figure syllogisms as unnatural, he might
have considered some non-retrograde premise-sequences of lengh > 2 un-
natural too. In [47] we consider the evidence on this. All we can say from
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Theorem 8.2.5 is that if he did accept all non-retrograde assertoric premise-
sequences as natural, then his proof methods are adequate for them. Both
Theorem 8.2.3 and Theorem 8.2.5 in the general case allow many different
derivations of the same conclusion from the same posit, because there will
be many different ways of choosing segments. There is strong evidence
that Ibn Sı̄nā required, or at least preferred, derivations meeting some re-
quirements on the order (Arabic tartı̄b) in which the premises are taken.
This is discussed further in [47].

Let me call attention to a feature of R1 and R2 that might easily go
unnoticed as trivial.

Definition 8.2.6 Let R be a rule-book. We say that R is cartesian if for every
rule

(8.2.4) V [D,C] ⇒ W [D,C]

in R, V ` ψ for each sentence ψ in W .

History 8.2.7 To summarise part of Descartes’ Rule Three for the Direction of
the Mind [20]: By intuition we see clearly and with certainty that a given con-
clusion is a necessary consequence of given premises. In deduction we recollect
with certainty that we have passed through a continuous and uninterrupted se-
quence of steps of reasoning, each of which gave us certainty through intuition.

Lemma 8.2.8 Every rule in R1 (and hence also every rule in R2) is cartesian. �

INCORPORATE ABOVE:

Lemma 8.2.9 Let T [B,A] ⇒ U [B,A] be a rule in R1. If T [B,A] is sterile then
so is U [B,A].

Proof. We use Theorem 7.2.6. Assume that T [B,A] is sterile. Then one
of the cases (1)–(3) below holds for T [B,A]. We show that it holds also for
U [B,A].

(1) Some relation symbol C that occurs in two sentences of T [B,A] is
undistributed in both. There are several subcases here.

(1.1) C is not a term of the simple syllogism applied in the rule. Then
C passes down into U [B,A] with the same distributivities that it had in
T [B,A].
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(1.2) C is the middle term of the simple syllogism applied in the rule.
This is impossible since the simple syllogism has a productive premise-pair.

(1.3)C is an extreme of the simple syllogism applied in the rule. SinceC
occurs in two sentences of T [B,A], it is notA, and hence by Definition 8.2.1,
if the simple syllogism is Bamalip then C is the minor term of this simple
syllogism. But the major term of Bamalip is the only term in a productive
simple syllogism which has a different distributivity in the conclusion from
what it had in the premises (by Theorem 7.2.5). So C carries the same dis-
tributivities in U [B,A] as it had in T [B,A].

(2) T [B,A] contains more than one negative sentence. Inspection shows
that all rules in R1 preserve the number of negative sentences.

(3) T [B,A] contains exactly one negative sentence andA is undistributed
in T [B,A]. In this case U [B,A] also contains exactly one negative sentence,
for the same reason as in (2). We have to show that A is undistributed in
U [B,A]. By Theorem 7.2.5 again, every rule in R1 preserves the distribu-
tivities of its terms, except for the case of the major extreme in Bamalip. But
the rule using Bamalip can’t apply here, because the major extreme of Ba-
malip is A by Definition 8.2.1, and in the premises of Bamalip this extreme is
distributed. �

In [47] we examine what happens if one applies the procedure described
in the proof of Theorem 8.2.3 to a sterile premise-sequence. We show that
eventually one reaches a premise-sequence of length > 1 in which no seg-
ment of length 2 is the premise-sequence of a productive simple mood apart
from Bamalip, and the final segment of length 2 is not the premise-sequence
of Bamalip. At this point the Claim in the proof of Theorem 8.2.3 fails. It fol-
lows that the procedure of Theorem 8.2.3 is not just a sound and complete
proof procedure; it is also a decision procedure for productivity.

In his proof search algorithm of Qiyās ix.6, Ibn Sı̄nā calls attention to
places where the algorithm hits a failure of productivity. But these are not
necessarily places where the algorithm halts, because there may be pos-
sibilities of backtracking. For this reason we are not in a position to say
outright that Ibn Sı̄nā in Qiyās ix.6 intended to give a decision procedure
for productivity, though there are some positive pointers in this direction.
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8.3 Deriving from first principles

When he turns to the issue of proving from first principles of logic, Ibn Sı̄nā
adopts a rule-book R3 that is very different from R1. At first sight his con-
struction of R3 simply borrowed from Aristotle—and there is no denying
that most of it does come from Aristotle. But Ibn Sı̄nā has the further aim
of finding a rule-book that he can generalise to two-dimensional logic, if
possible. So it will pay to look at the details. We begin with a subset R3−

that is completely unproblematic.

Definition 8.3.1 The rule-book R3− is defined as follows, using the format
of Definition 8.1.6 with the following values for T [B,A] and U [B,A]:

T [B,A] U [B,A]

1. <(e)(A,B)> [B,A] <(e)(B,A)> [B,A]
2. <(i)(A,B)> [B,A] <(i)(B,A)> [B,A]
3. <(a)(A,B)> [B,A] <(i)(B,A)> [B,A]

together with all cases where T [B,A] is a productive first-figure premise-
sequence of length 2, and U [B,A] is<φ(B,A)> [B,A] where φB,A is the
conclusion of T [B,A].

Lemma 8.3.2 For each rule V [D,C]⇒W [D,C] in R3− we have V [D,C]∇W [D,C].

Proof. The first-figure rules are covered already by the proof of Lemma
8.1.10. For the new rules, by Lemma 8.1.10 it suffices to show that T [B,A]∇U [B,A]
for each rule defined in Definition 8.3.1. In cases 1 and 2 this is trivial since
(e)(A,B) is logically equivalent to (e)(B,A) and likewise with (i). For 3 we
note that the only assertoric sentence φ(B,A) that follows from (a)(A,B) is
(i)(B,A). �

It follows from Lemma 8.3.2 that R3− is sound for the class of assertoric
premise-sequences. To prove its completeness it would suffice to show that
it is complete for the class of assertoric premise-sequences of length 2, by
Theorem 8.2.3. In fact it is not, but we can show the following:

Lemma 8.3.3 The rule-book R3− is complete for the class of premise-sequences in
the following moods:

Barbara, Celarent, Darii, Ferio, Cesare, Festino, Darapti, Felapton,
Datisi, Ferison, Fesapo, Fresison.
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Proof. Barbara, Celarent, Darii and Ferio are given directly.
For the remaining eight moods, application of 1, 2 or 3 to either one or

both of the premises changes backwards sentences to forwards, and hence
provides a segment in first figure. The fourth figure moods Fesapo and
Fresison need two conversions. We illustrate with Fesapo:

1. <(a)(B,C), (e)(A,B)> [C,A] posit
2. <(i)(C,B), (e)(A,B)> [C,A] by a-conversion
3. <(i)(C,B), (e)(B,A)> [C,A] by e-conversion
4. <(o)(C,A)> [C,A] by Ferio

�

There remain Camestres, Baroco, Disamis, Bocardo, Bamalip, Dimatis and
Calemes. For all of these except Baroco and Bocardo, Ibn Sı̄nā adds two fur-
ther kinds of rule to the rule-book, giving R3= as follows.

Definition 8.3.4 The rule-book R3= consists of the rules in R3− together
with the following cases of Definition 8.2.1(a):

5. T [C,A] is<(e)(B,C), (a)(A,B)> [C,A]
and U [C,A] is<(e)(A,C)> [C,A].

6. T [C,A] is<(a)(B,C), (i)(A,B)> [C,A]
and U [C,A] is<(i)(A,C)> [C,A].

Lemma 8.3.5 The rule-book R3= is complete for the class of premise-sequences of
the moods in Lemma 8.3.3 together with Camestres, Disamis, Bamalip, Dimatis
and Calemes.

Proof. In all the new cases we need to use a conversion as last step.
Some of these cases also need one or more conversions before the rules in-
troduced in Definition 8.3.4 are invoked. We illustrate with the most com-
plicated case, which is Bamalip:

1. <(a)(B,C), (a)(A,B)> [C,A] posit
2. <(a)(B,C), (i)(B,A)> [C,A] by a-conversion
3. <(a)(B,C), (i)(A,B)> [C,A] by i-conversion
4. <(i)(A,C)> [C,A] by 6 in Def 8.3.4
5. <(i)(C,A)> [C,A] by i-conversion

�
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History 8.3.6 Both the rules in Definition 8.3.4 can be described as taking
Fourth Figure moods (specifically Calemes and Dimatis) and then converting
the conclusion. Ibn Sı̄nā gives a different description: swap the two premises
and apply a First Figure mood. Obviously this description is better if he wants
to avoid fourth-figure moods. But still I think he owes us an explanation. If he
is prepared to justfy Camestres and Disamis on the strength of taking the rules
in R3= as basic, then why is he not prepared to accept Bamalip and Calemes on
exactly the same basis? This is not a formal problem; it’s a problem about the
coherence of his reasons for finding the Fourth Figure ‘unnatural’.

There remain Baroco and Bocardo. Both of these require us to handle a
sentence of the form (o)(B,A). Ibn Sı̄nā’s approach is to introduce a new
term (B\A) by definition. This allows him to split the sentence into two
parts, so that he can apply other rules to one of these parts and an adjacent
sentence. This is the one case where his assertoric rule-books include a rule
that increases the length of a premise-sequence.

Definition 8.3.7 (a) Given distinct terms B and A, the term (B \ A) is
defined by

(8.3.1) ∀x ((B \A)x↔ (Bx ∧ ¬Ax)).

(b) The rule-book R3 consists of the rules in R3= together with one new
kind of rule: in the format of Definition 8.1.6,

7. T [B,A] is<(o)(B,A)> [B,A]
and U [B,A] is<(a)(B, (B \A)), (e)((B \A), A)> [B,A].

(c) We call a rule of this kind an ecthesis (without claiming that this is
what Aristotle meant by the term).

History 8.3.8 Ecthesis in Arabic is iftirād. . Ibn Sı̄nā also calls this device of intro-
ducing terms by definition tacyı̄n, literally ‘making definite’. Within Ibn Sı̄nā’s
logic it seems to play a similar role to Definitions in Frege’s Begriffsschrift: a con-
cept is introduced by definition, and the definition is then allowed to be used
as a premise in further deductions. Ibn Sı̄nā’s formal language is not suited for
giving explicit definitions as Frege does; he merely writes down some asser-
toric sentences that would follow from an explicit definition. The extension of
this device to two-dimensional logic will play a crucial role in that logic.

Lemma 8.3.9 The rule-book R3 is complete for all two-premise assertoric moods.

Lemma 8.3.10 For every rule V [D,C] ⇒ W [D,C] in R3, V [D,C]∇W [D,C].
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Proof. The only rules needing further treatment are those introduced in
Definition 8.3.7(b). It suffices to check the distributions. The term (B \ A)
is undistributed in (a)(B, (B \ A)) and distributed in (e)((B \ A), A). The
term B is undistributed in both (o)(B,A) and (a)(B, (B \ A)). The term A
is distributed in both (o)(B,A) and (e)((B \A), A). Now use Lemmas 8.1.9
and 8.1.10. �

Proof. It remains only to derive Baroco and Bocardo. We do these as
follows, beginning with Baroco:

1. <(o)(C,B), (a)(A,B)> [C,A] posit
2. <(a)(C, (C\B)), (e)((C\B), B), (a)(A,B)> [C,A] by 7 in Def 8.3.7
3. <(a)(C, (C\B)), (e)(B, (C\B)), (a)(A,B)> [C,A] by e-conversion
4. <(a)(C, (C\B)), (e)(A, (C\B))> [C,A] by 5 in Def 8.3.4
5. <(a)(C, (C\B)), (e)((C\B), A)> [C,A] by e-conversion
6. <(i)((C\B), C), (e)((C\B), A)> [C,A] by a-conversion
7. <(i)(C, (C\B)), (e)((C\B), A)> [C,A] by i-conversion
8. <(o)(C, (C\B))> [C,A] by Ferio

Bocardo is a little simpler, as follows:

1. <(a)(B,C), (o)(B,A)> [C,A] posit
2. <(a)(B,C), (a)(B, (B\A)), (e)((B\A), A)> [C,A] by 7 in Def 8.3.7
3. <(i)(C,B), (a)(B, (B\A)), (e)((B\A), A)> [C,A] by i-conversion
4. <(i)(C, (B\A)), (e)((B\A), A)> [C,A] by Darii
5. <(o)(C,A)> [C,A] by Ferio

Theorem 8.3.11 R3= is cartesian, but R3 is not cartesian.

Proof. I leave the fact that R3= is cartesian to the reader.
The rule

(8.3.2) <(o)(B,A)> [B,A] ⇒<(a)(B, (B\A)), (e)((B\A), A)> [B,A]

is not cartesian, because (a)(B, (B\A)) entails ∃xBx but (o)(B,A) is true
when ∃xBx is false. �

It might be argued that this Theorem is superficial. We have used the
new rule only to derive Baroco and Bocardo, and so we could equally well
have given rules that add to the new rule the other sentence of Baroco or
Bocardo—for example in the case of Bocardo

(8.3.3)
<(a)(B,C), (o)(B,A)> [C,A] ⇒
<(a)(B,C), (a)(B, (B\A)), (e)((B\A), A)> [C,A].
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This rule is cartesian; we can derive ∃xBx from the first sentence (a)(B,C).
But this argument fails for Baroco. The rule taking line 1 to line 2 in the

derivation of Baroco above is not cartesian, since line 2 implies ∃xCx and
line 1 doesn’t.

Theorem 8.3.12 The rule-book R3 is sound and complete for the class of all as-
sertoric premise-sequences.

Proof. For completeness, first prove by R1 and then use R3 to remove
the non-first-figure syllogisms. �

Observe again that there are no fourth-figure syllogisms in R3, showing
the pointlessness of Ibn Sı̄nā’s rejection of fourth-figure syllogisms.

Note that even if the rules were cartesian, this would be no use for prov-
ing soundness, since we have to prove B rather than `.

History 8.3.13 Ibn Sı̄nā also lists, following Aristotle, ways in which some as-
sertoric moods can be derived from others by contraposition:

If φ, ψ ` χ then ¬χ, ψ ` ¬φ (and likewise φ,¬χ ` ¬ψ).

(See Appendix A where these derivations are listed.) In Ibn Sı̄nā’s view, contra-
position is a device in propositional logic. So the proper place to see how it fits
into a formal system is in connection with reductio ad absurdum in proposi-
tional logic; accordingly we deal with it in Chapter BELOW. Ibn Sı̄nā’s account
of reductio ad absurdum is one of two places where Ibn Sı̄nā attempts to com-
bine rules of two different logics into a single formal system (and for the other
place see History 10.4.1 below), very likely for the first time in the history of
logic; this is another reason for giving separate attention to the issue.

8.4 Exercises

8.1. Show that no productive assertoric premise-sequence contains a
sentence of the form (o) backwards.

Solution. Suppose to the contrary that (o)(D,C) occurs backwards in
the productive premise-sequence T [B,A]. Then by Lemma 8.1.7, the initial
segment U [B,D] of T [B,A] whose final sentence is (o)(D,C) is productive.
ButU [B,D] contains a negative sentence andD is undistributed inU [B,D],
contradicting Theorem 7.2.6(b)(ii).
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Chapter 9

Two-dimensional logic

9.1 The sentence forms

Definition 9.1.1 We write L2d for two-dimensional logic, or for brevity 2D
logic. The logic L2d is a subject-predicate logic (cf. Definition 3.1.1). As Ibn
Sı̄nā presents it, the boundaries of the logic are a little hazy. But we need a
precise definition and so we will make one. 2D logic has 4×5 = 20 sentence
forms, all got from the schema

(9.1.1) (f -g)

by putting one of a, e, i, o for f , and one of d, `, m, t, z for g. We call (f) (i.e.
(a) or (e) or (i) or (o) as appropriate) the assertoric form of the sentence, and
(g) its avicennan form. By core 2D logic we mean the restriction of 2D logic
where sentences with the avicennan form (z) are not used.

Definition 9.1.2 (a) By a two-dimensional signature, or for short a 2D sig-
nature, we mean a two-sorted signature with first sort object and sec-
ond sort time, in which all the relation symbols are binary with first
sort object and second sort time; we write A, B etc. for these relation
symbols. We sometimes write 2D signatures Σ as Σ2d to distinguish
them from the signatures used in assertoric logic.

(b) If Σ is a two-dimensional signature and δ a constant of the sort time,
then we write Σ(δ) for the signature got from Σ by adding δ. Like-
wise we write Σ(E) for the signature got from Σ by adding the binary
relation symbol E; this is a reserved symbol used with a standard
meaning to be explained at the end of this section.

157
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(c) The domain of the 2D sentence forms is the class of pairs (B,A) of
relation symbols in any 2D signature, not including the reserved re-
lation symbol E.

(d) If Σ is a 2D signature, we writeL(Σ) for the corresponding two-sorted
first-order language; we assume that neither = nor ⊥ is a symbol
of L(Σ). In L(Σ), for variables and individual constants of the sort
object we will use lower-case latin letters: variables x, y, z and con-
stants a, b, c. For the sort time we will use lower-case greek letters:
variables σ, τ and constants α, β.

(e) If Σ is a 2D signature, then by a Σ-structure we mean a two-sorted
structureM with a pair of nonempty domains domo(M) and domt(M),
such that in M each relation symbol A of Σ has an interpretation AM

which is a subset of domo(M)× domt(M). The same applies to Σ(δ),
with the difference that a Σ(δ)-structure also carries an assignment of
δ to an element δM of its domain of sort time.

Definition 9.1.3 The sentences of 2D logic are as in Figure 9.1 below; the
sentences in core 2D logic are those above the horizontal line. The sentences
of core 2D logic are sentences of L(Σ(E)) for some 2D signature Σ; the
sentences of 2D logic but not in the core are sentences of L(Σ(δ)).

We will spend the next few sections analysing this list of forms. Notice
how each form is got by taking an assertoric sentence form and adding
temporal features. This fact allows us to define a projection from 2D logic
to assertoric logic:

Definition 9.1.4 Let (f -g)(B,A) be a 2D sentence. Then the assertoric pro-
jection of this sentence is the sentence (f)(B,A).

It also allows us to carry over some assertoric terminology to the 2D
case, as follows.

Definition 9.1.5 (a) A 2D sentence (f -g)(B,A) is classified as universal,
existential, affirmative or negative according to its assertoric form (f).
So for example the sentence (o-d)(B,A) has assertoric form (o) and
hence is negative existential.

(b) The clauses ∃x∃τBxτ and ∃xBxδ in the 2D sentences of assertoric
form (a) are called the existential augments, and the clauses ∀x∀τ¬Bxτ
and ∀x¬Bxδ in the 2D sentences of assertoric form (o) are called the
universal augments. (See Chatti [19] on these augments.)
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form sentence
(a-d)(B,A) (∀x(∃τBxτ → ∀τ(Exτ → Axτ)) ∧ ∃x∃τBxτ)
(a-`)(B,A) (∀x(∃τBxτ → ∀τ(Bxτ → Axτ)) ∧ ∃x∃τBxτ)

(a-m)(B,A) (∀x(∃τBxτ → ∃τ(Bxτ ∧Axτ)) ∧ ∃x∃τBxτ)
(a-t)(B,A) (∀x(∃τBxτ → ∃τ(Exτ ∧Axτ)) ∧ ∃x∃τBxτ)
(e-d)(B,A) ∀x(∃τBxτ → ∀τ(Exτ → ¬Axτ))
(e-`)(B,A) ∀x(∃τBxτ → ∀τ(Bxτ → ¬Axτ))

(e-m)(B,A) ∀x(∃τBxτ → ∃τ(Bxτ ∧ ¬Axτ))
(e-t)(B,A) ∀x(∃τBxτ → ∃τ(Exτ ∧ ¬Axτ))
(i-d)(B,A) ∃x(∃τBxτ ∧ ∀τ(Exτ → Axτ))
(i-`)(B,A) ∃x(∃τBxτ ∧ ∀τ(Bxτ → Axτ))

(i-m)(B,A) ∃x(∃τBxτ ∧ ∃τ(Bxτ ∧Axτ))
(i-t)(B,A) ∃x(∃τBxτ ∧ ∃τ(Exτ ∧Axτ))

(o-d)(B,A) (∃x(∃τBxτ ∧ ∀τ(Exτ → ¬Axτ)) ∨ ∀x∀τ¬Bxτ)
(o-`)(B,A) (∃x(∃τBxτ ∧ ∀τ(Bxτ → ¬Axτ)) ∨ ∀x∀τ¬Bxτ)

(o-m)(B,A) (∃x(∃τBxτ ∧ ∃τ(Bxτ ∧ ¬Axτ)) ∨ ∀x∀τ¬Bxτ)
(o-t)(B,A) (∃x(∃τBxτ ∧ ∃τ(Exτ ∧ ¬Axτ)) ∨ ∀x∀τ¬Bxτ)

(a-z)(B,A) (∀x(Bxδ → Axδ) ∧ ∃xBxδ)
(e-z)(B,A) ∀x(Bxδ → ¬Axδ)
(i-z)(B,A) ∃x(Bxδ ∧Axδ)
(o-z)(B,A) (∃x(Bxδ ∧ ¬Axδ) ∨ ∀x¬Bxδ)

Figure 9.1: Two-dimensional sentences

History 9.1.6 The name ‘two-dimensional’ is not from Ibn Sı̄nā. It is adapted
from Oscar Mitchell [77], a student and then colleague of C. S. Peirce at Rutgers
in the early 1880s. See Dipert [22] for biographical information on him. Mitchell
independently noticed a rather cruder family of sentences that involve tempo-
ral quantification, for example ‘All the Browns were ill during some part of the
year’. Ibn Sı̄nā’s two-dimensional sentences are compared with Mitchell’s in
[43].

In the course of the next few chapters we will make a systematic study
of the logical relationships between pairs of 2D sentences. But it will be
helpful to identify the contradictory negations at once.

Lemma 9.1.7 Write a′ = o, e′ = i, i′ = e, o′ = a, d′ = t, `′ = m,m′ = `, t′ =
d, z′ = z. Then every 2D sentence (f -g)(B,A) has a contradictory negation
(f ′-g′)(B,A).

The proof is by inspection. �
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History 9.1.8 Street claims at [96] p. 47 and [97] pp. 138, 156 that Ibn Sı̄nā gave
an incorrect contradictory negation for (a-`), and that Rāzı̄ and T. ūsı̄ took him
to task for this. None of this claim is supported by the texts that Street cites.
One can verify from Street’s own translation at [97] p. 138 that Ibn Sı̄nā has the
contradictory negation correctly; see also Mašriqiyyūn 81.1–10 where Ibn Sı̄nā
discusses the contradictory negation of (m). The passage of T. ūsı̄’s commentary
that Street cites at [96] p. 47f says only that the reader of Ibn Sı̄nā should avoid a
certain mistake, not that Ibn Sı̄nā has made this mistake. The passage of Rāzı̄’s
Lubāb that Street cites at [97] p. 156 again gives the contradictory negation of
the (a-`) form correctly, and contains no suggestion that Ibn Sı̄nā said anything
different.
But this may not be the whole story. If my very weak Persian doesn’t let me
down, T. ūsı̄ on page 147 of his Asās al-Iqtibās [100] says that according to Ibn
Sı̄nā, ‘if there are absolute conventionals that differ as negative and affirmative
then they are mutually contradictory’. (I think by absolute conventionals he
means (`) sentences.) The appropriate comment on this seems to be that our
texts of Ibn Sı̄nā don’t confirm T. ūsı̄’s statement. Since T. ūsı̄ is reported to have
written Asās in 1244/5 and the Išārāt commentary in 1246 (Landolt [69] p. 13),
it’s conceivable that he realised his error before finishing the latter work.

The two-dimensional sentences are already very much present in Ibn
Sı̄nā’s earliest surviving major work in logic, the Muk

¯
tas.ar [58]. But here

they are jumbled up with alethic modal sentences so as to create the k
¯

abt.
that Rāzı̄ complained of (cf. Section 1.1 above). For example

(9.1.2)
Know that ‘impossible’ means permanently absent, either abso-
lutely or under a condition so that the absence persists for as long
as that condition holds. (Muk

¯
tas.ar 32a12f)

(9.1.3)

. . . it has been stated that A is true of everything fitting the de-
scription B for as long as it fits the description B, and [that] C is
permanently a B. So [the thing] will be with necessity an A; and
this necessity is proved of it not by the major premise [alone] but
from the fact that the argument proves it. (Muk

¯
tas.ar 53b16f)

For most pieces of text along these lines, we can suggest one or more plau-
sible ways of separating out the alethic and the temporal. But when we
try to reconcile the various texts into one coherent whole, we rapidly hit a
combinatorial explosion. No wonder Rāzı̄ complained.

Qiyās and Mašriqiyyūn were written just a few years apart. In both of
them Ibn Sı̄nā takes a major step towards sorting out the confusion—he
introduces the two-dimensional sentences before he starts to discuss alethic
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modalities. He signals in this way that the two-dimensional logic is meant
to stand on its own two feet. In fact the list of sentence forms in Figure 9.1
above was derived mainly from these two passages, Qiyās i.3, 21.13–24.1
and Mašriqiyyūn 68.1–70.13, which occupy similar positions in the exposi-
tions of Qiyās and Mašriqiyyūn. In Qiyās Ibn Sı̄nā gives example sentences
in Arabic with some explanatory comments, while in Mašriqiyyūn he sets
out the sentence forms more abstractly. The two listings correlate closely,
so we can match up the abstract forms with the examples.

The book [45] will go through this in more detail, but for the present
here are some examples of the (a) forms. With the natural language ex-
amples we are expected to ask ourselves what we would reckon we are
being told if we met them in a piece of scientific discourse; this question of
interpretation of discourse is a constant theme in Ibn Sı̄nā.

(9.1.4)

(a-d) Every whiteness is a colour. (Qiyās 21.16f)
(a-`) Every white thing has a colour dispersed to the eye.

(Qiyās 22.9)
(a-m) Everyone who travels from Rayy [in Tehran] to

Baghdad reaches Kermanshah. (Qiyās 22.12)
(a-t) Everything that breathes in breathes out. (Qiyās 23.5)

The (a-d) sentence would normally be read as stating a timeless truth, un-
like say ‘Both my aunts are staying with me’ which has a similar syntax
but would be understood as referring just to the present. The sentence in
the (a-`) case is one of Ibn Sı̄nā’s favourite examples. The reference to ‘dis-
persed to the eye’ belongs to a physics of colour that we no longer accept,
but the point is that the physical properties of whiteness belong to a white
object only for as long as the thing stays white. In the case of the (a-m)
sentence, Kermanshah is a town near the border between Iran and Iraq
on the main road from Tehran to Baghdad, and the point is that a traveller
from Tehran to Baghdad reaches Kermanshah at some time while travelling
from Tehran to Baghdad. The (a-t) example cleverly forces us to interpret
‘breathes out’ as ‘breathes out sometimes’, because a thing can’t breathe in
and out simultaneously.

Note that we might meet the second sentence in a physics text (or in
Ibn Sı̄nā’s arrangement of the sciences, a psychology text), the third in a
geography text and the fourth in a biology text. So Ibn Sı̄nā conveys that
the two-dimensional sentences are ones that we should expect to meet in
rational theoretical discourse.

In both Qiyās i.4, 31.15–32.1 and Mašriqiyyūn 68.6, Ibn Sı̄nā describes the
(d) sentences as being ‘necessary’ (d. arūrı̄) even though the word ‘necessary’
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doesn’t occur in them. We should take this as a technical term. But then
when we come to a later place where Ibn Sı̄nā talks about sentences that are
‘necessary’, we have to decide whether he means (d) sentences or whether
he is using ‘necessary’ in some more concrete or metaphysical sense. So
the k

¯
abt. persists. What is new, thanks to Qiyās and Mašriqiyyūn, is that we

can build up two-dimensional logic in its own right as a distinguishable
component of the k

¯
abt. . This is the single most important point for making

sense of Ibn Sı̄nā’s formal logic; we will spell the point out in Section 12.1
below.

History 9.1.9 In fact the ‘d’ in (d) stands for d. arūrı̄. In Mašriqiyyūn Ibn Sı̄nā
makes an attempt to set up systematic names for the two-dimensional sentence
forms. Most of these names didn’t survive to Išārāt [61], so he must have de-
cided they were not a success. But they do provide us with convenient letters
to name the avicennan forms. Thus (d) is for d. arūrı̄ ‘necessary’, (`) is for lāzim
‘adherent’, (m) is for muwāfiq ‘compatible’, and (t) is for the t. in mut.laq cāmm
‘broad absolute’. The (z) is for zamānı̄ which here means ‘at a specific time,
above all the present time’ (Mašriqiyyūn 72.7f).

History 9.1.10 Ibn Sı̄nā’s examples don’t always answer the questions we
would want answered today, but he chose them carefully to make the points
he wanted to make. The example ‘Every whiteness (bayād. ) is a colour’ in (9.1.4)
above is a case in point. In Maqūlāt [53] Ibn Sı̄nā has said repeatedly that dis-
tinctions of (Aristotelian) category are irrelevant to formal logic. (See Gutas’
commentary [34] pp. 300–303.) These distinctions include the distinction be-
tween substance and accident. And of course Ibn Sı̄nā is right about this; we
can check through hundreds of examples in his logical writings, and there is not
a single case where the validity of an inference depends on whether a term ap-
plies to substances or to accidents. To a modern logician it might seem strange
that anybody ever thought otherwise; but Ibn Sı̄nā seems to have felt that his
predecessor Al-Fārābı̄ had missed the point. The present example sentence, put
in a prominent place in Qiyās, makes the point again. For Ibn Sı̄nā a whiteness
is an accident (more specifically a quality), not a substance—see for example
Maqūlāt 20.12–15, 35.15ff, 117.1. The example is both a (d) sentence and a con-
ceptual necessity, so it knocks out the suggestion—which I have seen made—
that Ibn Sı̄nā’s remarks about the category-free nature of logic don’t apply to
the logic of necessity.

In his explanations of the (d) forms, Ibn Sı̄nā often uses a strange phrase:
‘for as long as its essence (d

¯
āt) is satisfied’. From his examples it’s clear that

he means ‘for as long as it exists’. Presumably the essence is the individ-
ual essence of the individual, and to say that this essence is satisfied is
equivalent to saying that the individual exists. Presumably also one of his
reasons for using this strange phrase was to call attention to a notion that
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he wanted to emphasise. In any case the appropriate modern formalisation
of the phrase is not in doubt, using Exτ to mean ‘x exists at time τ ’.

But I should note one widespread misunderstanding. A number of
published works refer to Ibn Sı̄nā’s (d) sentences as ‘substantial’, appar-
ently mistranslating Ibn Sı̄nā’s word d

¯
āt ‘essence’ as ‘substance’. It’s hard

to see how this came about, particularly in view of History 9.1.10 above.
Al-Fārābı̄ does say that jawhar (the normal Arabic word for ‘substance’) is
sometimes used to mean essence (H. urūf [28] 63.9), and Ibn Sı̄nā confirms
this at H. udūd Definition 15 ([62] p. 23) and at Qiyās 22.3. But if Ibn Sı̄nā
ever goes the other way and uses d

¯
āt to mean substance—and Goichon [33]

records no cases where he does—it would need an extremely strong argu-
ment to show that Ibn Sı̄nā has this in mind when he uses the word d

¯
āt

in connection with the relation E. Goichon [33] pp. 134, 136 describes the
translation of d

¯
āt by ‘substantia’ as an unfortunate and confusing error, and

I can only agree.

Turning to the formal properties of E, we meet here our first example
of meaning postulates (cf. Definition 2.2.1), as follows.

Definition 9.1.11 Let Σ2d be a 2D signature. Then the Σ2d-theory of E, for
short the theory of E, in symbols Th(E), is the following set of sentences:

(9.1.5)
∀x∀τ(Axτ → Exτ) (for each A in Σ2d).
∀x∃τExτ.

From this theory we can deduce the equivalences

(9.1.6)
Axτ ≡ (Exτ ∧Axτ)
¬Axτ ≡ (Exτ → ¬Axτ)

where A is any symbol in Σ2d.

History 9.1.12 According to cIbāra [54] 79.11–80.12, affirmative statements are
true of a thing only while that thing exists. This accounts for the first kind of
sentence in the theory of E. The second expresses that we consider only objects
that do exist at some time. Ibn Sı̄nā says in several places that he will quantify
only over things that are at some time actual; see for example Qiyās 20.14–21.12,
183.5–11, 209.3–6.

An immediate application:
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Lemma 9.1.13 Assuming the theory of E, we have the logical progression

(f -d)(B,A) ` (f -`)(B,A) ` (f -m)(B,A) ` (f -t)(B,A)

for each assertoric form (f). (By serendipity the avicennan forms are in alphabeti-
cal order here.)

Proof. We prove this when (f) is (a). First assume (a-d)(B,A), and let
b be any object such that Bbα for some α. Then for every β such that Ebβ
we also have Abβ. To prove (a-`)(B,A), suppose Bbβ. By the theory of E,
if Bbβ then Ebβ, and hence Abβ as required.

Next assume (a-`)(B,A). Let b be any object such that Bbα holds for
some α. Then for each β, if Bbβ then Abβ. In particular Abα, proving
(a-m)(B,A).

Finally assume (a-m)(B,A). Let b be any object such that Bbα holds for
some α. Then there is some β such that Bbβ and Abβ. By the theory of
E again, Bbβ implies Ebβ. So there is β such that Ebβ and Abβ, proving
(a-t)(B,A).

The cases of (e), (i) and (o) are similar and are left to the reader. �

9.2 The modal paraphrase

Ibn Sı̄nā didn’t have first order logic, so of course the sentences in Figure
9.1 are ours and not his. But there is another way of formalising Ibn Sı̄nā’s
2D Arabic sentences within today’s logic. It’s a notational variant of the
formalisation in Section 9.1, so there is no substantive issue about which of
the two is correct. But the two do suggest different approaches, and some
problems of metatheory may be easier to solve for one than for the other.

Definition 9.2.1 Let Σ be a monadic relational signature. Then we define a
Kripke Σ-frame to be a quadruple (D,W,S, E) as follows:

(a) D andW are nonempty sets;

(b) for each w ∈ W , Sd is a Σ-structure with domain D, and Ed is a subset
of D.

(Strictly we should call this object a Kripke frame for monadic first-order
logic with constant universe, universal accessibility and an actuality pred-
icate. But this is the only kind of Kripke frame that will concern us.) The
elements w ofW are called worlds.
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Definition 9.2.2 Suppose Σ2d is a two-dimensional signature. Then we
write K(Σ2d) for the monadic relational signature got from Σ2d by regard-
ing each of the binary relation symbols of Σ2d as a monadic relation symbol.
Likewise if Σ1d is a monadic relational signature, then by J (Σ1d) we mean
the two-dimensional signature got by regarding each of the monadic rela-
tion symbols of Σ1d as a binary relation symbol with first sort object and
second sort time.

Clearly the maps K and J on signatures are mutual inverses.

Definition 9.2.3 Suppose Σ2d is a two-dimensional signature; we write Σ1d

for K(Σ2d). Let M be a Σ2d(E)-structure. We construct a Kripke Σ1d-frame
K(M) as follows. K(M) is (D,W,S, E) where

(a) D and W are respectively the domain of sort object and the domain
of sort time in M .

(b) For each w ∈ W , Sw is the Σ1d-structure whose domain is D, with
each relation symbol A interpreted as

(9.2.1) ASw = {a ∈ D : (a,w) ∈ AM}.

(c) For each w ∈ W ,

(9.2.2) Ew = {a ∈ D : (a,w) ∈ EM}.

Definition 9.2.4 Suppose Σ1d is a monadic relational signature and (D,W,
S, E) is a Kripke Σ1d-frame. Write Σ2d for J (Σ1d). We construct a Σ2d(E)-
structure J (D,W, S, E), or for short M , as follows.

(a) The domains of sort object and time in M are respectively D andW .

(b) For each relation symbol A of Σ2d,

(9.2.3) AM = {(a,w) ∈ D ×W : a ∈ ASw}.

(c)

(9.2.4) EM = {(a,w) ∈ D ×W : a ∈ Ew}.

Lemma 9.2.5 The map K defined in Definition 9.2.3 and the map J defined in
Definition 9.2.4 are mutual inverses, setting up a correspondence between Σ2d(E)-
structures and Kripke Σ1d-frames. �
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Kripke frames are associated with languages that have modal opera-
tors.

Definition 9.2.6 Let Σ be a monadic relational signature. In Definition
2.1.14 we correlated Σ-structures with sentences of the first-order language
L(Σ). We now correlate Kripke Σ-frames with sentences of a modal predi-
cate language Lmodal(Σ).

(a) The terms and atomic formulas of Lmodal(Σ) are the same as those of
L(Σ), and the set of formulas of Lmodal(Σ) is closed under the usual
first-order operations. But also for each formula φ of Lmodal(Σ) there
are formulas �φ and ♦φ, neither of which binds any variable occur-
rences in φ.

(b) � and ♦ are called the modal operators. We read �φ as ‘Necessarily φ’
and ♦φ as ‘Possibly φ’.

(b) The scope of an occurrence of a modal operator in a formula is the
subformula that begins with this occurrence of the modal operator. A
formula of Lmodal(Σ) is said to be completely modalised if every atomic
formula in it lies within the scope of an occurrence of a modal opera-
tor.

Sentences ofLmodal(Σ) are evaluated separately at each world of a Kripke
frame; in other words, if w is a world then we have a relation |=w that ex-
presses ‘truth at w’. Details are given in standard references, for example
Hughes and Cresswell [49] p. 243, or Chapter 2 of Blackburn, De Rijke and
Venema [11]. I summarise what we will need.

Definition 9.2.7 Let Σ be a monadic relational signature, K = (D,W,S, E)
a Kripke Σ-frame, w a world ofK, φ(x̄) a formula of Lmodal(Σ) and ā a tuple
of elements of D. Then a relation between these ingredients is defined:

(9.2.5) K |=w φ[ā],

in words, ‘ā satisfies φ(x̄) at w in K’. The definition is by induction on the
complexity of φ, using the standard first-order clauses, together with two
modal clauses:

(9.2.6)
K |=w �φ[ā] ⇔ for every world u,K |=u φ[ā];
K |=w ♦φ[ā] ⇔ for some world u,K |=u φ[ā].

Lemma 9.2.8 If φ is a completely modalised formula, then the truth ofK |=w φ[ā]
doesn’t depend on w.
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Proof. Left to the reader. �

Definition 9.2.9 If φ is a completely modalised formula, then we write
K |= φ[ā] to mean that K |=w φ[ā] for some world w of K (or equivalently,
for some world w of K, since the set of worlds is not empty).

Theorem 9.2.10 Let Σ2d be a 2D signature and φ(x̄) a formula of Lmodal(Σ2d).
Then

(a) There is a formula φ2d(x̄, δ) of L(Σ2d) such that for every Σ2d-structure M ,
every tuple ā of objects of M and every time β of M ,

(9.2.7) K(M) |=β φ[ā] ⇔ M |= φ2d[ā, β].

(b) If φ(x̄) is completely modalised then φ2d can be chosen in the form φ2d(x̄),
i.e. with no free occurrence of σ.

Proof. (a) is proved by induction on the complexity of φ, following
the standard definition of satisfaction for modal predicate logic with con-
stant universe and universal accessibility relation. Then if φ is completely
modalised, it follows from Lemma 9.2.8 that we can put ∀σ at the beginning
of φ2d. �

Theorem 9.2.11 Each two-dimensional sentence is of the form φ2d for some for-
mula φ of Lmodal, with the exception that for the sentences of the form (z) we write
a time constant δ in place of the free time variable σ. The mapping is as in Figure
9.2 below. �

It’s important to stress once again that the map φ 7→ φ2d is purely a
change of notation. For example there is no justification for reading some
particular kind of necessity into � and then using Theorem 9.2.11 to trans-
fer this notion of necessity into the two-dimensional sentences. But of
course changes of notation can be valuable. In this case a change from φ
to φ2d may suggest useful modal methods. The converse change from φ2d

to φ gives extra structure in terms of quantifiers and variables, and we will
make extensive use of this in Chapters BELOW.
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φ φ2d

(∀x(♦Bx→ �(Ex→ Ax)) ∧ ∃xBx) (a-d)(B,A)
∀x�(Bx→ Ax) (a-`)(B,A)

∀x(♦Bx→ ♦(Bx ∧Ax)) (a-m)(B,A)
∀x(♦Bx→ ♦(Ex ∧Ax)) (a-t)(B,A)

∀x(♦Bx→ �(Ex→ ¬Ax)) (e-d)(B,A)
∀x�(Bx→ ¬Ax)) (e-`)(B,A)

∀x(♦Bx→ ♦(Bx ∧ ¬Ax)) (e-m)(B,A)
∀x(♦Bx→ ♦(Ex ∧ ¬Ax)) (e-t)(B,A)
∃x(♦Bx ∧�(Ex→ Ax)) (i-d)(B,A)
∃x(♦Bx ∧�(Bx→ Ax)) (i-`)(B,A)

∃x♦(Bx ∧Ax) (i-m)(B,A)
∃x(♦Bx ∧ ♦(Ex ∧Ax)) (i-t)(B,A)
∃x(♦Bx ∧�(Ex→ Ax)) (o-d)(B,A)
∃x(♦Bx ∧�(Bx→ ¬Ax)) (o-`)(B,A)

∃x♦(Bx ∧ ¬Ax) (o-m)(B,A)
∃x(♦Bx ∧ ♦(Ex ∧Ax)) (o-t)(B,A)

(∀x(Bx→ Ax) ∧ ∃xBx) (a-z)(B,A)
∀x(Bx→ ¬Ax) (e-z)(B,A)
∃x(Bx ∧Ax) (i-z)(B,A)

(∃x(Bx ∧ ¬Ax) ∨ ∀x¬Bx) (o-z)(B,A)

Figure 9.2: Modalised two-dimensional sentences

9.3 At most two sentences

Theorem 9.3.1 Assuming Th(E) as meaning postulates, the following entail-
ments hold between pairs of core two-dimensional sentences with a given subject
relation symbol and a given predicate relation symbol; they and the ones they imply
by transitivity and reflexivity of entailment are the only such entailments.

(9.3.1)

(a-d) ⇒ (a-`) ⇒ (a-m) ⇒ (a-t)
⇓ ⇓ ⇓ ⇓

(i-d) ⇒ (i-`) ⇒ (i-m) ⇒ (i-t)

(e-d) ⇒ (e-`) ⇒ (e-m) ⇒ (e-t)
⇓ ⇓ ⇓ ⇓

(o-d) ⇒ (o-`) ⇒ (o-m) ⇒ (o-t)

Proof. The lower half of (9.3.1) follows from the upper by taking contra-
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dictory negations as in Lemma 9.1.7, so we concentrate on the upper half.
The vertical entailments all have the pattern

(9.3.2) (∀x(∃τBxτ → φ(x)) ∧ ∃x∃τBxτ) ` ∃x(∃τBxτ ∧ φ(x)).

This is clearly valid. The horizontal entailments are included in Lemma
9.1.13 above.

To prove the failures of entailment, let L(Σ) be a language containing
the sentences in question. First take a Σ-structureM1 in which there are just
two objects a, b and one time α, and the following hold: Eaα, Ebα, Baα,
Bbα, Aaα, ¬Abα. Then

(9.3.3) M1 |= (i-d)(B,A) ∧ ¬(a-t)(B,A).

This prevents there being any other entailments between the sentences in
the top half of (9.3.1).

Next take a Σ-structure M2 with just the one object a and the one time
α, such that the following hold: Eaα, Baα, Aaα. Then

(9.3.4) M2 |= (a-d)(B,A) ∧ ¬(o-t)(B,A).

Hence there is no entailment from any sentence in the top rows to any sen-
tence in the bottom rows.

Finally take a Σ-structureM3 with just the one object a and the one time
α, such that the following hold: Eaα, ¬Baα, ¬Aaα. Then

(9.3.5) M2 |= (e-d)(B,A) ∧ ¬(i-t)(B,A).

Hence there is no entailment from any sentence in the bottom rows to any
sentence in the top rows. �

Theorem 9.3.2 Among two-dimensional sentences with subject symbol B and
predicate symbolA, the only entailments between two distinct sentences of avicen-
nan form (z), or one of avicennan form (z) and one in the core, are the following;

(9.3.6)
(a-z)(B,A) ⇒ (i-z)(B,A) ⇒ (i-m)(B,A);
(e-`)(B,A) ⇒ (e-z)(B,A) ⇒ (o-z)(B,A)

together with any other entailments that follow from these by Theorem 9.3.1.
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Proof. The second row follows from the first by taking contradictory
negations, so we concentrate on the first row. The first entailment in the
first row holds for the same reason as in the assertoric sentences. For the
second, suppose there is an object a which is both a B and an A at time δ;
then there is a time at which a is both aB and anA, confirming (i-m)(B,A).

For the failures of entailment, we note that there are no other entail-
ments between (z) sentences, for the same reason as in the assertoric sen-
tences. Also the arguments with M2 and M3 in the proof of Theorem 9.3.1
show that there are no entailments from affirmative to negative, or from
negative to affirmative. It remains to show that (a-z)(B,A) entails no affir-
mative core sentence with tag (B,A) apart from (i-m)(B,A) and its conse-
quences, and that no affirmative core sentence with tag (B,A) entails any
(z) sentence with the same tag.

For the first of these, it suffices to find a model of (a-z)(B,A) that is
not a model of either (i-`)(B,A) or (a-t)(B,A). For the second it suffices to
find a model of (a-d)(B,A) that is not a model of (i-z)(B,A). The reader
deserves an exercise here, so let this be it. �

These two theorems allow us to infer facts about covers, cf. Definition
4.1.1 above.

Corollary 9.3.3 (a) {(a-d), (e-d)} is a cover for core two-dimensional logic but
not for all of two-dimensional logic.

(b) {(a-d), (a-z), (e-d)} is a cover for the whole of two-dimensional logic.
�

Theorem 9.3.2 also raises the possibility that there might be premise-
pairs in two-dimensional logic that have more than one optimal conclusion
(cf. Definition 3.3.2(b)). And indeed there are—see Exercise 9.N below. But
this never happens in core 2D logic; see Exercise 11.N.

We turn to conversions within 2D logic, i.e. conversions of 2D sentences
to 2D sentences.

Theorem 9.3.4 We assume Th(E) as meaning postulates.

(a) The 2D sentences that convert symmetrically (cf. Definition 3.3.9) are those
of the forms

(9.3.7) (e-d), (e-`), (e-z), (i-m), (i-t), (i-z).



9.3. AT MOST TWO SENTENCES 171

(b) The following sentences are convertible but not symmetrically, and they have
the following converses:

• (a-d)(B,A), (a-`)(B,A), (a-m)(B,A), (i-d)(B,A) and (i-`)(B,A)
all have converse (i-m)(A,B).

• (a-t)(B,A) has converse (i-t)(A,B).

• (a-z)(B,A) has converse (i-z)(A,B).

(c) The remaining 2D sentences, namely those of the forms (o), (e-m) and (e-t),
are not convertible.

Proof. One can check directly that a sentence of any of the forms listed
in (9.3.7) converts symmetrically. Also the sentences listed in (b) entail the
sentences given as their converses, by symmetric conversion of the forms
in (9.3.7) together with Theorems 9.3.1 and 9.3.2, and hence are convertible.
It remains to show (for (a) and (b)) that none of the sentences listed in (b)
entails a stronger converse, and (for (c)) that none of the sentences listed in
(c) is convertible at all.

We consider first the sentences listed in (b). The five listed as having
converse (i-m)(A,B) are all of them either (a-d)(B,A) or weakenings of
(a-d)(B,A), so it will suffice to show that (a-d)(B,A) entails only (i-m)(A,B)
and (i-t)(A,B) among 2D sentences with tag (A,B). For this it suffices to
show that (a-d)(B,A) doesn’t entail either (a-t)(A,B) or (i-`)(A,B).

We show these as follows. Let Σ be the 2D signature consisting of the
relation symbols A and B. Let M1 be the Σ(E)-structure with object do-
main {1, 2} and time domain {α, β}, in which 1 satisfies A at time α but
not time β, and never satisfies B; and 2 satisfies A at both times but B only
at α. E holds everywhere. Then M1 is a model of (a-d)(B,A) but not of
either (a-t)(A,B) or (i-`)(A,B). Since E holds everywhere, M1 is a model
of Th(E).

For (a-t)(B,A) we must show that it doesn’t entail either (a-t)(A,B) or
(i-m)(A,B). For this, take the same Σ as above, and let M2 be the Σ(E)-
structure with object domain {1, 2} and time domain {α, β}, in which both
1 and 2 satisfy A at α and not at β, and 1 satisfies B at β but not at α, while
2 never satisfies B; E holds everywhere. Then M2 is a model of (a-t)(B,A)
and Th(E), but not of either (a-t)(A,B) or (i-m)(A,B).

For (a-z)(B,A) we must show it doesn’t entail (a-z)(A,B). For this, take
M3 to be a Σ(E, δ)-structure with two objects 1 and 2, and one time δ, where
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1 satisfies both A and B, but 2 satisfies only A, and E holds everywhere.
Then M3 is a model of (a-z)(B,A) and Th(E), but not of (a-z)(A,B).

Finally we consider the sentences listed in (c), and show that none of
them is convertible. It suffices to show this for the sentences of maximal
strength in this group, namely those of the forms (o-d)(B,A), (o-z)(B,A)
and (e-m)(B,A). In each case it suffices to show that the sentence doesn’t
entail either of the weakest possible converses, which are (o-t)(A,B) and
(o-z)(A,B).

Let Σ be, as before, the 2D signature whose symbols are A and B. Let
M4 be the Σ(E, δ)-structure with two objects {1, 2} and one time {δ}, sat-
isfying A1δ, ¬A2δ, B1δ and B2δ, with E satisfied everywhere. Then M4

is a model of (o-t)(A,B) and (o-z)(B,A) but not of either (o-t)(A,B) or
(o-z)(A,B). Since E holds everywhere, M4 is a model of Th(E).

Let M5 be the Σ(E, δ)-structure with two objects {1, 2} and two times
α, δ, satisfying ¬A1α, A1δ, ¬A2α, ¬A2δ, B1α, B1δ, B2α, ¬B2δ, with E
holding everywhere. Then M5 is a model of (e-m)(A,B) but not of either
(o-t)(A,B) or (o-z)(A,B). Since E holds everywhere, M5 is a model of
Th(E). �

Ectheses are not entailments between pairs of sentences. But in Ibn
Sı̄nā’s proof theory for assertoric logic they appeared alongside the conver-
sions, so we have some excuse for slipping in a mention of them here. This
will have to be preliminary. Ecthetic rules are in general not cartesian—
because of the universal augments on (o) sentences—and the justification
that we offered in Chapter 8 for the use of non-cartesian rules involved
some substantial preliminaries that we haven’t yet carried over to the two-
dimensional case. (See the use of distribution at Lemma 8.3.10.) So for
the present we give partial proofs that ignore the universal augments. At
BELOW we will give a proper justification. Meanwhile a handwaving jus-
tification is available along the lines ‘Take separately the case where the
subject relation is empty’.

In 2D logic the number of different ways of defining a new term from
two given terms is much greater than in assertoric logic, giving greater
scope for ingenious applications of ecthesis. I haven’t surveyed all the pos-
sibilities; the ones listed in the next theorem are just the ones we need for
verifying Ibn Sı̄nā’s applications in proof theory.

Theorem 9.3.5 Let B and A be relation symbols. In the five cases listed below,
the definition of D from B and A is in the middle column; this definition together
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with the sentence in the left column and Th(E) justifies introducing the sentences
in the right column.

premise Dxτ conclusions
(1) (o-t)(B,A) (∃σBxσ ∧ ¬Axτ) (a-t)(D,B), (e-`)(A,D)
(2) (o-d)(B,A) (Bxτ ∧ ∀σ¬Axσ) (a-`)(D,B), (e-d)(A,D)
(3) (i-d)(B,A) (Bxσ ∧ ∀τ(Exτ → Axτ)) (a-`)(D,B), (a-d)(D,A)

Proof, ignoring universal augments.

(1) Assume (o-t)(B,A). Then (ignoring the augment) there are an object
a such that ∃σBaσ and a time β such that ¬Aaβ. Then Daβ, so

(9.3.8) ∃x∃τDxτ.

Let b be any object such that ∃τDbτ . Then ∃σBbσ. Together with (9.3.8),
this shows that

(9.3.9) (a-t)(D,B).

Also if c is an object and γ a time such that Acγ, then ¬Daγ. This proves

(9.3.10) (e-`)(A,D).

(2) Assume (o-d). Then there is a such that ∃τBaτ and ∀τ¬Aaσ (quoting
(9.1.6 for the second sentence), so ∃x∃τDxτ . Also if b and γ are an object
and a time such that Dbγ, then Bbγ, so (a-`)(D,B). If ∃σAcσ then for all
times γ, ¬Dcγ, so (e-d)(A,D).

(3) In this case there is no universal augment, so we can give a proper
proof. Assume (i-d)(B,A), and suppose a is such that Baα for some time
α and Aaβ for all times β at which a exists. Then Daα, and for every b such
that Dbγ for some γ, Abβ for all times β at which b exists. Thus (a-d)(D,A).
But also if Dbγ for some time γ, then Bbγ; hence also (a-`)(D,B). �

9.4 Assertoric-like fragments of 2D logic

We noted that Ibn Sı̄nā gives a detailed review of Aristotle’s account of
assertoric syllogisms in four of his surviving logical works (Muk

¯
tas.ar, Najāt,

Qiyās, Dānešnāmeh). Each of these four accounts appears inside a study of
syllogisms from ‘absolute’ premises. (Cf. History 5.1.4 above.)
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In each of these four passages, Ibn Sı̄nā identifies a problem about the
justification of second figure syllogisms. There are several different kinds
of absolute sentence, he says, and it’s not true that in all these kinds the
universal negative sentences convert. This shows, he continues, that the
justification of Cesare, Camestres and Festino doesn’t always work, and in
fact these moods are productive only if we ‘take’ (’ak

¯
ad
¯

nā, Najāt 59.3) the
relevant sentences as convertible. In other words, we need to confine these
moods to the appropriate kinds of absolute sentence.

In his discussion of second figure for absolute sentences in Qiyās (ii.4,
113.5–114.1), Ibn Sı̄nā goes on to specify some kinds of absolute sentence
where negative universal sentences do convert. At Qiyās 114.1 he suggests
there are two such kinds, but in fact his text briefly mentions four. One
(Qiyās 113.9) is the ‘standard’ (mašhūr) case; I take him to mean assertoric
sentences. The second (Qiyās 113.10) is sentences with wide scope for the
time quantifier, as in

(9.4.1) ∃τ∀x(Bxτ → ¬Axτ)

which is logically equivalent to

(9.4.2) ∃τ∀x(Axτ → ¬Bxτ).

The third (Qiyās 113.11) is the case of sentences with avicennan form (e-z),
and the fourth (113.15) is those with avicennan form (e-`). Besides these
four kinds of absolute sentence, Ibn Sı̄nā also notes that it is ‘uncontro-
versial’ (lā munāzac, Qiyās 131.8f) that negative universal ‘with necessity’
statements convert; presumably this includes the ‘necessary’ 2D sentences
of the form (e-d). These last three kinds of sentence are the sentences with
assertoric form (e) that we noted in Theorem 9.3.4(a) as converting sym-
metrically.

So, leaving aside the alethic modals for the present, Ibn Sı̄nā has pointed
out five kinds of universal negative statement that convert. If you check
out the four non-assertoric cases you will probably notice a further fact: in
each case the convertible universal negative sentence belongs to a family of
sentences that behaves very much like assertoric logic. This fact needs to be
made more precise. It’s not a fact that Ibn Sı̄nā himself explicitly comments
on, but it will be useful for us to pursue it in those three cases that lie within
2D logic.

We begin with the (e-`) forms. The formulas given for them in Figure
9.1 were needlessly complicated; the subject part can be eliminated because
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it is already expressed in the predicate. The same is true for three other (`)
or (m) forms, as follows.

Lemma 9.4.1 The forms (a-`), (e-`), (i-m) and (o-m) are logically equivalent to
the following simpler forms:

(a-`)(B,A) : (∀x∀τ(Bxτ → Axτ) ∧ ∃x∃τBxτ)
(e-`)(B,A) : ∀x∀τ(Bxτ → ¬Axτ)
(i-m)(B,A) : ∃x∃τ(Bxτ ∧Axτ)
(o-m)(B,A) : (∃x∃τ(Bxτ ∧ ¬Axτ) ∨ ∀x∀τ¬Bxτ)

�

Definition 9.4.2 (a) We call the part of 2D logic consisting of the sen-
tences of the forms (a-`), (e-`), (i-m) and (o-m) the ulem fragment (for
‘Universal ` and Existential m’).

(b) More generally a fragment of 2D logic is a family of 2D sentences that
can be considered as a logic in its own right. (For example a fragment
would be expected to be closed under both contradictory and simple
negation.) So the collection of 2D sentences of the forms (d) and (t)
forms the dt fragment of 2D logic, and the collection of 2D sentences
of the forms (d), (t) and (z) forms the dtz fragment of 2D logic.

In the sense of Definition 4.3.1 above, the ulem sentences can be para-
phrased into assertoric logic. The paraphrase treats an ordered pair consis-
ing of an object and a time as a single object.

Definition 9.4.3 Let Σ2d be a two-dimensional signature, and let Σ1d be the
monadic relational signature containing exactly the same relation symbols
as Σ2d, but regarded as monadic. For each assertoric sentence φ of L(Σ2d)
we define a ulem sentence φulem of L(Σ2d) by replacing quantifiers ∃x by
∃x∃τ , and ∀x by ∀x∀τ , and replacing each atomic formula Ax by Axτ .

Theorem 9.4.4 (a) Up to logical equivalence, the mapping φ 7→ φulem is a
bijection between the assertoric sentences and the ulem sentences.

(b) Let T be a set of assertoric sentences of L(Σ1d), and write T ulem for the set
{φulem : φ ∈ T} of ulem sentences of L(Σ2d). Then T ulem is consistent if
and only if T is consistent.

(c) The mapping φ 7→ φulem respects conversion and contradictory negation.
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Proof. (a) and (c) can be checked directly.
(b) The direction⇒ comes from the interpretation of assertoric terms as

talking about ordered pairs of object and time. Let the Σ2d-structure M be
a model of T ulem. Form the Σ1d-structure M↓ as follows. The domain of
M↓ is the cartesian product of the object domain ofM and the time domain
of M , i.e. the set of ordered pairs 〈object, time〉. For each relation symbol A
we put

(9.4.3) 〈a, α〉 ∈ AM↓ ⇔ (a, α) ∈ AM .

One can then see by inspection that if M |= φulem then M↓ |= φ.

A different idea is needed for the direction ⇐, since the elements of a
Σ1d-structure need not be ordered pairs. Suppose the Σ1d-structure N is a
model of T . We form a Σ2d-structure N↑ as follows. The object domain of
N↑ is the domain of N . Take an arbitrary object α; the time domain of N↑

is {α}. For each relation symbol A, put

(9.4.4) (a, α) ∈ AN↑ ⇔ a ∈ AN .

Since α is the unique time in N↑, ‘at all times’ and ‘at some time’ both ex-
press ‘at time α’. From this it’s easy to see that if φ is an assertoric sentence
in L(Σ1d) and N |= φ then N↑ |= φulem. �

History 9.4.5 The use of ordered pairs for packing two universal quantifiers
into a single quantifier goes back at least to Alexander of Aphrodisias, and it
forms an essential part of the background to C. S. Peirce’s discovery of quan-
tificational logic; see [43] on the history. By Ibn Sı̄nā’s time it was very likely
standard equipment; certainly he uses it regularly as a tool of logical analy-
sis. For Ibn Sı̄nā’s use of ordered pairs, see Qiyās 59.17, 256.14, 476.10, Burhān
146.14, Jadal 146.2, Išārāt 72.9, and further discussion in [47].

We turn next to the sentences of the form (z), which we can refer to
collectively as the z fragment of 2D logic. We can paraphrase this fragment
into assertoric logic by incorporating ‘at time z’, or more simply ‘now’, into
the terms.

Definition 9.4.6 Let Σ2d be a 2D signature and δ a constant of the sort time.
Let Σ1d be the monadic relational signature containing exactly the same re-
lation symbols as Σ2d, but regarded as monadic. For each assertoric sen-
tence φ of L(Σ1d) we define a sentence φz of L(Σ2d(δ)) by replacing each
atomic formula Ax by Axδ.
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Theorem 9.4.7 (a) The mapping φ 7→ φz is a bijection between the assertoric
sentences and the sentences of the z fragment of 2D logic.

(b) Let T be a set of assertoric sentences of L(Σ1d), and write T z for the set
{φz : φ ∈ T} of sentences of the z fragment. Then T z is consistent if and
only if T is consistent.

(c) The mapping φ 7→ φz respects conversion and contradictory negation.

The proof is like that of Lemma 9.4.4 but simpler, and is left to the reader.
�

The third case that we consider is the atnd part of the dt fragment. The
dt fragment is a part of 2D logic that has a major importance in its own
right; so we will devote the next chapter to it, and meet the atnd part along
the way.

9.5 Exercises

9.1. With reference to Exercise 5.1 above:

(a) For which avicennan forms (g) are (a-g)(B,A) and (e-g)(A,B) not
contraries?

(b) For which avicennan forms (g) are (i-g)(B,A) and (e-g)(A,B) not
subcontraries?

Solution: For (a): (m) and (t). For (b): (d) and (`).

9.2. Prove the entailments in Lemma 9.1.13 in the case where f is o.

Solution. Each of the sentences (o-g)(B,A) is true if nothing is ever a
B; so we can assume in proving the entailments that at least one thing is
sometimes a B.

(o-d)(B,A) ` (o-`)(B,A): Suppose some object a is sometimes a B but
never an A at any time when it exists. By the theory of E, a exists at all
times when it is a B. Therefore a is never an A at any time when it is a B.

(o-`)(B,A) ` (o-m)(B,A): Suppose some object a is sometimes a B but
never an A at any time when it is a B. Then a is at some time a B but not
an A.
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(o-m)(B,A) ` (o-t)(B,A): Suppose some object a is at some time a B
but not an A. At this time it exists, by the theory of E. So a is at some time
a B, and at some time during its existence it is not an A.

9.3. Show that the premise-pair

(i-z)(B,C), (a-d)(B,A)

is productive, and find two distinct optimal conclusions for it. [This ex-
ample was found by translating an example of Buridan into 2D logic by the
Avicenna-Johnston semantics, cf. Section 12.3 below and Exercises 12.n–m.]

Solution. We read δ as ‘now’. By the first premise there is an object a
which is aB now and aC now. By the second premise, since a is sometimes
aB, it is anA at all times when it exists. Therefore there is something that is
a C now and an A at all times when it exists; and these times include now,
by the theory of E. We can deduce (i-z)(C,A) and (i-d)(C,A), neither of
which entails the other. The only 2D strengthening of (i-z) is (a-z), which
is not obtainable by these premises. Likewise the only 2D strengthening of
(i-d) is (a-d), also unobtainable.

9.4. The theory of E expresses a condition on Σ2d(E)-structures M .
State the corresponding condition on Kripke frames K(M).

Solution. A Kripke frame (D,W,S, E) is of the formK(M) for a Σ2d(E)-
structure M satisfying Th(E) if and only if (i) for each relation symbol A of
K(Σ2d) and each world w ∈ W , ASm ⊆ Ew, and (ii) D ⊆

⋃
w∈W Ew.

9.5. Let Σ be a monadic relational signature and φ, ψ formulas of the
modal language Lmodal(Σ). We say that φ and ψ are logically equivalent if for
every Kripke Σ-frameK, every worldw ofK and every tuple ā of elements,
K |=w φ[ā] if and only if K |=w ψ[ā]. Show:

(a) Let φ be a formula of Lmodal(Σ).

(b) For any two formulas φ, ψ of Lmodal(Σ), ∀x�φ is logically equivalent
to �∀xφ, and ∃x�φ is logically equivalent to �∃xφ.

(c) If φ and ψ are formulas of Lmodal(Σ), φ is completely modalised and
? is one of→, ∧, ∨, then �(φ ? ψ) is logically equivalent to (φ ? �ψ),
and ♦(φ ? ψ) is logically equivalent to (φ ? ♦ψ.

9.6. Prove or refute: For all sentences φ and ψ and formula θ(x):
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(a) ∃x�θ(x) is logically equivalent to �∃xθ(x).

(b) (�φ ∧�ψ) is logically equivalent to �(φ ∧ ψ).

(c) (�φ ∨�ψ) is logically equivalent to �(φ ∨ ψ).

Solution. (a) False. Take a Kripke frame with two objects a and b, and
two worlds α and β, such that Ba is true at α and not at β, while Bb is true
at β and not at α.

(b) True. (�φ ∧ �ψ) says that φ is true at all worlds and ψ is true at all
worlds; which is equivalent to saying that at all worlds (φ ∧ ψ) is true, i.e.
�(φ ∧ ψ).

(c) False. Let φ be ∃xAx and ψ be ∃xBx. Take a Kripke frame with a
single object a and two worlds α and β, such that at world α, Ba holds and
Aa fails, and at world β,Aa holds andBa fails. Then�(φ∨ψ) holds at both
worlds, while neither �φ nor �ψ holds at either world.

9.7.

(a) Show that ��φ and ♦�φ are both logically equivalent to �φ.

(b) Since the two-dimensional language and the modal language are no-
tational variants of each other, (a) must be equivalent to some fact
about the two-dimensional language. Determine what this fact is. Try
(as hard as you like) to justify the claim that this fact tells us anything
important to know about two-dimensional logic.

(c) At Qiyās ii.1, 86.6 Ibn Sı̄nā writes ‘Every human necessarily can be a
writer’. One can derive from (a) above that �♦φ is logically equiva-
lent to ♦φ. Why would it be wrong to infer that Ibn Sı̄nā’s sentence
says no more than ‘Every human being can be a writer’?

9.8.

(a) Find a model of (a-z)(B,A) that is not a model of either (i-`)(B,A) or
(a-t)(B,A).

(b) Find a model of (a-d)(B,A) that is not a model of (i-z)(B,A).

(Cf. Theorem 9.3.2 above.)
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Solution. We take a 2D signature Σ whose relation symbols are just B
and A, and we construct Σ(E)-structures to meet the requirements.

(a) The Σ(E)-structure M1 has object domain {a, b} and time domain
{α, δ}. It satisfies: Baα, ¬Aaα, Baδ, Aaδ, Bbα, ¬Abα, ¬Bbδ, Abδ, E holds
everywhere.

(b) The Σ(E)-structure M2 has object domain {a} and time domain
{α, δ}. It satisfies: Baα, Aaα, Eaα, ¬Baδ, ¬Aaδ, ¬Eaδ.

9.9. I had this on conversions. It says that (z) sentences convert iff their
assertoric projections do.

SOMETHING ON DE RE
SOMETHING ON CONVERSIONS

9.10. PROVE ECTHESIS ignoring universal augments (2) (o-t)(B,A) (Bxτ∧
∃σ(Exσ ∧ ¬Axσ)) (a-`)(D,B), (e-t)(D,A)

Solution. Assume (o-t). Then there is a such that ∃τBaτ and ∃τ(Eaτ ∧
¬Aaτ), so ∃x∃τDxτ . As in (2) we derive (a-`)(D,B). If ∃σDcσ then ∃σ(Ecσ∧
¬Acσ), so (e-t)(D,A).

9.11. Let Σ be a 2D signature and M a Σ(E, δ)-structure. Show that
there is a Σ(E, δ)-structure N such that

(a) for every relation symbol A in Σ, N |= ∃x∃τAxτ , and

(b) for every CORE 2D sentence in L(Σ(E)), M |= φ if and only ifN |= φ.

9.12. Show that in there are models of {(a-d)(B,A), (e-z)(B,A)} but
that in any such model, no object satisfies B at time δ.

Solution. We first deal with truth at δ. Let S be the set of relation sym-
bols in Σ such that M |= ∀x¬Axδ. For each A ∈ S introduce a new element
aA, and let N be the Σ(E, δ)-structure got by adding these new elements,
putting AaAδ and Eaδ and nothing else. We check the requirements.

Sentences of the form (a-z)(B,A) or (i-z): No new element satisfying B
at δ is added. So OK.

Sentences (e-z)(B,A): If there already was an element satisfying B at
δ then we add no new such element, so no change. If there wasn’t, then
we add an element satisfying B but not A at δ, which is OK. Similarly with
(o-z)(B,A).
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What does this move do to core sentences? Suppose for example that
there is an element satisfying B but none at δ, and every element satisfying
B anywhere satisfies A somewhere.

Problem will be when we have (a-d)(B,A) but no element satisfies B
at δ. Suppose in fact (e-z)(B,A). So these two sentences together entail
that nothing satisfies B at δ, so the EXERCISE IS WRONG. MAKES NEW
EXERCISE?
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Chapter 10

The dt fragment

10.1 The dt reduction

We turn now to the convertible sentences of the form (e-d). These can be
reduced to convertible assertoric sentences by taking the time quantifiers
into the predicates. This has the effect of moving the ‘always’ inside the
scope of the negation:

(10.1.1) No sometime-B is a sometime-A.

So the paraphrase here should incorporate ‘sometime’ into the terms. This
paraphrase will work on negative (d) sentences as above, and on affirma-
tive (t) sentences.

Definition 10.1.1 (a) We define the atnd fragment of 2D logic, Latnd, to
consist of the sentences that are either Affirmative with avicennan
form (t), or Negative with avicennan form (d). This fragment is a
subset of the dt fragment.

(b) For each 2D signature Σ2d we define a corresponding monadic rela-
tional signature Σ+

1d; the relation symbols of Σ+
1d are the symbols A+

for each relation symbol A of Σ2d. For each assertoric sentence φ of
L(Σ+

1d we define a 2D sentence φatnd of 2D logic, as follows:

(10.1.2)

φ φatnd

(a)(B+, A+) (a-t)(B,A)
(e)(B+, A+) (e-d)(B,A)
(i)(B+, A+) (i-t)(B,A)
(o)(B+, A+) (o-d)(B,A)

183
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We show that these maps constitute a paraphrase ofLatnd into assertoric
logic, assuming the theory of E in Latnd.

Theorem 10.1.2 (a) The mapping φ 7→ φatnd is a bijection between the class
of assertoric sentences and the class of 2D sentences in the atnd fragment.

(b) Let T be an assertoric theory and let T ′ be the theory {φatnd : φ ∈ T}. Then
T ′ ∪ Th(E) is consistent if and only if T is consistent.

(c) The mapping φ 7→ φatnd respects contradictory negation and conversion.

Proof. (a) and (c) are left to the reader.
The easy direction of (b) is⇒, and it consists of using the interpretation

of terms of assertoric logic so as to define an operation taking models N of
T ′ ∪Th(E) to models N↓ of T . The domain of N↓ will be the object domain
of N . For each relation symbol A of Σ2d we put

(10.1.3) (A+)N
↓

= {a ∈ dom(N↓) : N |= ∃τ(Eaτ ∧Aaτ)}.

We show for example that if N |= (o-d)(B,A) and is a model of Th(E) then
N↓ |= (o)(B+, A+). Since (o-d) sentences are disjunctions there are two
cases to consider. The first is that for some object a,

(10.1.4) N |= (∃τBaτ ∧ ∀τ(Eaτ → ¬Aaτ)).

ThenN |= ∃τ(Eaτ∧Baτ) by the theory ofD, and so a ∈ (B+)N
↓

by (10.1.3);
also by (10.1.3), a /∈ (A+)N

↓
. It follows that

(10.1.5) N↓ |= (B+a ∧ ¬A+a).

The second case is that BN is empty. In this case (B+)N
↓

is empty too, by
(10.1.3) again. The other sentence forms are left to the reader.

In the direction ⇐ we need to choose an interpretation for E, and we
do it in the simplest possible way. We take the object domain of M↑ to be
the domain of M , and the time domain of M↑ to be the set {0}. For every
relation symbol A+ of Σ+

1d we define

(10.1.6) AM
↑

= (A+)M × {0}

and likewise we put

(10.1.7) EM
↑

= dom(M)× {0}.
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We show that if M |= (e)(B+, A+) then M↑ |= (e-d)(B,A), as follows.

M |= (e)(B+, A+)
⇒ (B+)M ∩ (A+)M = ∅
⇒ BM↑ ∩AM↑ = ∅ by (10.1.6)
⇒ M↑ |= ∀x(∃τBxτ → ∀τ¬Axτ) since only one time
⇒ M↑ |= ∀x(∃τBxτ → ∀τ(Exτ → ¬Axτ))
⇒ M↑ |= (e-d)(B,A).

The other cases are equally straightforward. Also(10.1.7) makesM↑ a model
of Th(E). �

Theorem 10.1.2 shows that the atnd fragment is, in terms of inference
and conversions, just an isomorphic copy of assertoric logic. In particular
those parts of Avicenna’s assertoric proof theory that depend only on infer-
ence and conversions will transfer straightforwardly to this fragment. For
safety we will check in due course that the ecthetic proofs transfer too.

But surely we can do better than this. If ‘sometimes an A’ can be made
into a term, then so can ‘always an A’, and then we get a translation of the
whole of the dt fragment into assertoric logic. Does this work? Not without
some extra tweaking. Nevertheless this avenue seems to give us by far the
easiest access to the logical properties of the dt fragment. The rest of this
Chapter will explain how.

Definition 10.1.3 Let Σ2d be a two-dimensional signature, and let Σ±1d be
the monadic relational signature whose relation symbols are got by taking,
for each relation symbol A of Σ2d, a pair of new symbols A+ and A−. The
+ and − are called the polarities of these new relation symbols. For each
assertoric sentence φ of L(Σ±1d) whose subject symbol has polarity +, we
define a 2D sentence φdt of 2D logic, as follows:

(10.1.8)

φ φdt

(a)(B+, A+) (a-t)(B,A)
(a)(B+, A−) (a-d)(B,A)
(e)(B+, A+) (e-d)(B,A)
(e)(B+, A−) (e-t)(B,A)
(i)(B+, A+) (i-t)(B,A)
(i)(B+, A−) (i-d)(B,A)
(o)(B+, A+) (o-d)(B,A)
(o)(B+, A−) (o-t)(B,A)
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When the predicate symbol of φ has polarity +, φdt as defined above is
identical with φatnd as defined in (10.1.2).

It would be foolish to hope that all the logical relationships between
sentences in the dt fragment could be deduced from the logical properties
of their assertoric counterparts. For example (a-d)(B,A) entails (a-t)(B,A)
(modulo the theory of E), but nothing has been said to connect the A− in
(a)(B+, A−) with the A+ in (a)(B+, A+). We should at least feed in the
information that

(10.1.9) for every relation symbol A in Σ±1d, ∀x(A−x→ A+x).

Agreeably, the new sentences introduced in (10.1.9) are the unaugmented
assertoric sentences (a, uas)(A−, A+) (Definition 3.1.5), so it shouldn’t be
too hard to make them go to work alongside the assertoric sentences.

Definition 10.1.4 We define Las± to be the logic whose relation symbols
are the monadic relation symbols of the form A+ or A− (i.e. the relation
symbols in the signatures Σ±1d just defined), and whose sentences are the
assertoric sentences with subject symbol of polarity +, together with the
unaugmented assertoric sentences of the form ∀x(A−x→ A+x).

We show that the mapping φ 7→ φdt as defined in Definition 10.1.3 gives
a paraphrase of the dt fragment in the logic Las±.

Theorem 10.1.5 (a) The mapping φ 7→ φdt is a bijection between the set of
assertoric sentences of Σ±1d with subject symbols of polarity +, and the set of
2D sentences in the dt fragment in Σ2d(E).

(b) Suppose T is a set of assertoric sentences of Σ±1d with subject symbol of po-
larity +, and T ′ is the theory {φdt : φ ∈ T . Then T ′ ∪ Th(E) is consistent
if and only if T ∪ Th(±) is consistent.

(c) The mapping φ 7→ φdt respects contradictory negation and conversion.

Proof. (a) and (c) are left to the reader.

For (b), again the direction⇒ is the easy and conceptual direction. Sup-
pose N is a model of T ′ ∪ Th(E). We use (10.1.3) as before, together with:

(10.1.10) (A−)N
↓

= {a ∈ dom(N↓) : N |= ∀τ(Eaτ → Aaτ)}.

Given the theory of E, ∀τ(Eaτ → Aaτ) implies ∃τEaτ), so N↓ is a model
of Th(±).
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⇐ Suppose M is a model of T ∪ Th(±). We define the Σ2d(E)-structure
M↑ as follows. We introduce two new objects, say 0 and 1. We take the
object domain of M↑ to be the domain of M , and the time domain of M↑ to
be the set {0, 1}. We define

(10.1.11) EM
↑

= dom(E)× {0, 1}

and for every relation symbol A of Σ2d we put

(10.1.12) AM
↑

= ((A+)M × {0}) ∪ ((A−)M × {1}).

Since M is a model of Th(±), (A−)M ⊆ (A+)M . From this we calculate that
for any element a of M ,

(10.1.13)
M↑ |= ∃τAxτ ⇔ M |= A+a,
M↑ |= ∀τAxτ ⇔ M |= A−a, .

Also by the definition of EM
↑
, M↑ satisfies the theory of E. �

10.2 Classification of optimal MITs

Theorem 10.1.5 makes it possible to calculate a listing of the optimal in-
consistent sets of dt sentences by using the corresponding results in the
assertoric logic Las±. We will carry through this calculation in Section 10.6
below. Meanwhile we quote the results of Section 10.6 and analyse what
they tell us about the dt fragment.

As in Section 5.3 above, we describe theories in terms of their subject-
predicate digraphs. The optimal MITs in the dt fragment fall into four dis-
joint families. The families (i)II ↑, (i)II ↓ and (o) correspond to the families
(i) ↑, (i) ↓ and (o) of Section 5.3, with the difference that for most families,
the members of the family are now distinguished not just by the lengths
of the tracks, but also by the avicennan forms. There is a new family (i)I
whose digraphs are not circular; in fact they consist of a circle with a short
tail added at top left.

Type (i)I .
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(10.2.1)

qE

?

(i-d)

@
@
@@R

(a-t)

q
A

q
D

. . . q
C (a-t)

- q
B

PP
PP

PP
PP

PP
Pi

(e-t)

An MIT has type (i)I(n) if it has a subject-predicate digraph as shown,
where the upper track from D to A has length 0 and the lower track from
D to A has length n. The parameter n can have any value > 2.

Type (i)II ↑

(10.2.2)
qD ��

�*(i-t)

H
HHj(a-t)

qF -
(a-t) qE. . . q -

(a-t) q
HH

Hj

(a-d)q Aq
C

. . . q -

(a-t)
q
B

��
�*

(e-t)

or

(10.2.3)
qD �
��*

(i-t)

HH
Hj(a-t)

qF -
(a-t) qE. . . q

HHHj

(a-t)q Aq
C

. . . q -

(a-t)
q
B

��
�*

(e-d)

An MIT has type (i)↑ (m,n) if it has a subject-predicate digraph as shown,
where the upper track from D to A has length m and the lower track from
D to A has length n. These two parameters can each have any value > 1.

Type (i)II ↓

(10.2.4) qF ���*(a-t)

H
HHj(i-t)

qE . . . q -
(a-t) q

HH
Hj

(a-d)qAq
D

-
(a-t)

q
C

. . . q -
(a-t) q

B

��
�*

(e-t)
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(10.2.5) qF ���*(a-t)

HHHj(i-t)

qE . . . q
HHHj

(a-t)qAq
D

-
(a-t)

q
C

. . . q -
(a-t)

q
B

�
��*

(e-d)

(10.2.6)
?

(i-t)

qA
q

D
- q
C(a-t)

. . . q -
(a-t)

q
B

PP
PP

PP
PP

PP
Pi

(e-d)

An MIT has type (i)↓ (m,n) if it has a subject-predicate digraph as shown,
where the upper track from D to A has length m and the lower track from
D to A has length n. Here m can be any number > 0 and n can be any
number > 1, subject to the requirement that m + n > 2. MITs of this type
are always optimal inconsistent.

Type (o)

(10.2.7)
?

(o-t)

qE -
(a-t) qD

(a-d)

. . . qC -
(a-t) qB

������������)q
A

and

(10.2.8)
?

(o-d)

qE -
(a-t) qD

(a-t)

. . . qC -
(a-t) qB

������������)q
A

An MIT has type (o)(m) if it has a subject-predicate digraph as shown,
where the uppper (i.e. righthand) track from E to A has length m. Here m
can be any number > 1. MITs of this type are always optimal inconsistent.
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Theorem 10.2.1 A set of dt sentences is optimal inconsistent if and only if it has
a subject-predicate digraph of one of the types (i)I , (i)II ↑, (i)II ↓ or (o) as above.

Proof. This is Theorem 10.6.7 of Section 10.6 below. �

Corollary 10.2.2 Let T be an optimal inconsistent set of dt sentences. Then:

(a) T contains exactly one negative sentence.

(b) T contains exactly one existential sentence.

(c) T contains exactly one sentence of avicennan form (d).

We remark that (a) and (c) remain true for the whole of 2D logic, but (b)
fails already for the dtz fragment; see Example BELOW.

Corollary 10.2.3 A graph-circular set T of dt sentences is optimal inconsistent if
and only if it satisfies the following two conditions:

(a) The assertoric projection (see Definition 9.1.4) of T is an optimal inconsis-
tent assertoric theory.

(b) T has exactly one sentence of avicennan form d, and this sentence is the final
sentence in one track of the digraph of T .

Corollary 10.2.4 (Orthogonality Principle for the dt fragment) Let T [B,A]
be a non-retrograde premise-sequence in the dt fragment. Then the conditions for
T [B,A] to be productive, with conclusion of a given dt form, are the conjunction
of

(a) a condition that the assertoric projections of the premises form a productive
assertoric premise-pair, and

(b) a condition depending only on the figure of T [B,A] and the avicennan forms
of the sentences.

The Orthogonality Principle fails for retrograde premise-sequences be-
cause with these the figure is not sufficient to identify the final sentence in
the antilogism (see Exercise 3.6). But the good news is that the Principle
holds not only for the dt fragment but for the whole of core 2D logic. How-
ever, we will see in Section 12.3 that it fails massively for the dtz fragment;
this is probably the most visible difference between the logic of Ibn Sı̄nā
and the logic of Buridan.
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10.3 Productive two-premise moods

We can now lift the results of Section 5.4 (which are classical) to the dt frag-
ment (which first appeared with Ibn Sı̄nā). Recall from Section 4.1 that the
Genetic Principle requires Ibn Sı̄nā to look for conclusions in the dt frag-
ment. The results in Section 5.4 only tell us about conclusions in the dt
fragment anyway. In fact there are a few cases where stronger conclusions
can be found elsewhere in core 2D logic; we note these at the end of the
section.

Definition 10.3.1 We name a two-premise dtmood by naming its assertoric
projection and then adding ‘(h, j, k)’ where h, j and k are letters for the avi-
cennan moods of the minor premise, the major premise and the conclusion
respectively.

Before listing the productive moods, we need to remember that Ibn
Sı̄nā’s practice is to list all productive moods, even those whose premises
are unnecessarily strong for the conclusions that they yield. So we need to
run through the possible avicennan modalities on the premises, and check
from Section 10.2 which of them are productive. For each of the first three
figures the results are independent of the mood, by the Orthogonality Prin-
ciple, Corollary 10.2.4 above. The results are as follows.

First Figure:

(10.3.1)

premise-pair productive strongest conclusion
(d, d) Yes d
(d, t) Yes t
(t, d) Yes d
(t, t) Yes t

Second Figure:

(10.3.2)

premise-pair productive strongest conclusion
(d, d) Yes d
(d, t) Yes d
(t, d) Yes d
(t, t) No
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Third Figure:

(10.3.3)

premise-pair productive strongest conclusion
(d, d) Yes d
(d, t) Yes t
(t, d) Yes d
(t, t) Yes t

The digraphs of the antilogisms are the same as in Section 5.4 but with
the avicennan moods added. Since we already have these digraphs listed,
I now revert to the ordering in figures.

First Figure

mood minor major conclusion notes
1.1 Barbara(t,d,d)) (a-t)(C,B) (a-d)(B,A) (a-d)(C,A)
1.1 Barbara(t,t,t) (a-t)(C,B) (a-t)(B,A) (a-t)(C,A) atnd
1.2 Celarent(t,d,d) (a-t)(C,B) (e-d)(B,A) (e-d)(C,A) atnd
1.2 Celarent(t,t,t) (a-t)(C,B) (e-t)(B,A) (e-t)(C,A)
1.3 Darii(t,d,d) (i-t)(C,B) (a-d)(B,A) (i-d)(C,A)
1.3 Darii(t,t,t) (i-t)(C,B) (a-t)(B,A) (i-t)(C,A) atnd
1.4 Ferio(t,d,d) (i-t)(C,B) (e-d)(B,A) (o-d)(C,A) atnd
1.4 Ferio(t,t,t) (i-t)(C,B) (e-t)(B,A) (o-t)(C,A)

Besides these optimal moods there are the corresponding non-optimal moods
with (d, d, d) and (t, d, t), making a total of 16 productive moods.

Second Figure

mood minor major conclusion notes
2.1 Cesare(d,t,d) (a-d)(C,A) (e-t)(B,A) (i-d)(C,B)
2.1 Cesare(t,d,d) (a-t)(C,A) (e-d)(B,A) (i-d)(C,B) atnd
2.2 Camestres(d,t,d) (e-d)(C,A) (a-t)(B,A) (e-d)(C,B) atnd
2.2 Camestres(t,d,d) (e-t)(C,A) (a-d)(B,A) (e-d)(C,B)
2.3 Festino(d,t,d) (i-d)(C,A) (e-t)(B,A) (o-d)(C,B)
2.3 Festino(t,d,d) (i-t)(C,A) (e-d)(B,A) (o-d)(C,B) atnd
2.4 Baroco(d,t,d) (o-d)(C,A) (a-t)(B,A) (o-d)(C,B) atnd
2.4 Baroco(t,d,d) (o-t)(C,A) (a-d)(B,A) (o-d)(C,B)

Besides these optimal moods there are the corresponding non-optimal moods
with (d, d, d), making a total of 12 productive moods.
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History 10.3.2 These charts describe the logical facts, not what Ibn Sı̄nā says
about the logical facts. Nevertheless when Ibn Sı̄nā claims that there is no pro-
ductive second figure mood with two ‘broad absolute’ premises, it’s bizarre not
to think that he is referring to the absence of any mood with avicennan forms
(t, t,−) in the list above. Less clear is what he means when he suggests that this
marks a major difference between his logic and that of his predecessors. He
refers to views of Theophrastus and Themistius discussing broad absolute sen-
tences; unfortunately the relevant texts haven’t survived. Did he find, in these
authors or in Aristotle or Alexander, an example claimed to be a valid second
figure syllogism, but with premises that he read as being broad absolute? Or
was his point just that these earlier authors, when handling sentences that in his
view should be read as broad absolute, failed to point out that such sentences
never generate a second figure syllogism? ADD REFS.

Third Figure

mood minor major conclusion notes
3.1 Darapti(t,d,d) (a-t)(B,C) (a-d)(B,A) (i-d)(C,A)
3.1 Darapti(t,t,t) (a-t)(B,C) (a-t)(B,A) (i-t)(C,A) atnd
3.2 Felapton(t,d,d) (a-t)(B,C) (e-d)(B,A) (o-d)(C,A) atnd
3.2 Felapton(t,t,t) (a-t)(B,C) (e-t)(B,A) (o-t)(C,A)
3.3 Datisi(t,d,d) (i-t)(C,B) (a-d)(C,A) (i-d)(B,A)
3.3 Datisi(t,t,t) (i-t)(C,B) (a-t)(C,A) (i-t)(B,A) atnd
3.4 Disamis(t,d,d) (a-t)(C,B) (i-d)(C,A) (i-d)(B,A)
3.4 Disamis(t,t,t) (a-t)(C,B) (i-t)(C,A) (i-t)(B,A) atnd
3.5 Bocardo(t,d,d) (a-t)(C,A) (o-d)(C,B) (o-d)(B,A) atnd
3.5 Bocardo(t,t,t) (a-t)(C,A) (o-t)(C,B) (o-t)(B,A)
3.6 Ferison(t,d,d) (i-t)(C,B) (e-d)(C,A) (o-d)(B,A) atnd
3.6 Ferison(t,t,t) (i-t)(C,B) (e-t)(C,A) (o-t)(B,A)

Besides these avicennan-optimal moods there are the corresponding non-
optimal moods with (d, d, d) and (d, t, t), making a total of 24 productive
moods.

Fourth Figure

mood minor major conclusion notes
4.1 Bamalip(t, t, t) (a-t)(B,C) (a-t)(A,B) (i-t)(C,A) atnd
4.2 Dimatis(t, t, t) (a-t)(C,B) (i-t)(A,C) (i-t)(B,A) atnd
4.3 Calemes(d, t, d) (e-d)(B,A) (a-t)(C,B) (e-d)(A,C) atnd
4.4 Fesapo(t, d, d) (a-t)(A,B) (e-d)(C,A) (o-d)(B,C) atnd
4.5 Fresison(t, d, d) (i-t)(A,C) (e-d)(B,A) (o-d)(C,B) atnd
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In Fourth Figure the non-optimal moods need to be listed separately for
each assertoric mood here, because the Orthogonality Principle fails here.
Bamalip allows any of the four assignments of premises, but only a (t) con-
clusion; Dimatis likewise. Calemes allows two premise assignments: (d, t)
and (d, d), and gives a (d) conclusion both ways. Fesapo allows the two
premise assignments (t, d) and (d, d), and gives a d conclusion for both;
likewise Fresison. So the total number of productive moods is 14.

Example 10.3.3 We noted at the beginning of this section that in some cases
there are conclusions that are optimal in the dt fragment but not optimal in
core 2D logic. These cases can be read off from the charts in Section 11.1
below. There are just two such cases:

mood minor major conclusion
Datisi(d,t,m) (i-d)(B,C) (a-t)(B,A) (i-m)(C,A)
Dimatis(t,d,m) (a-d)(B,C) (i-t)(A,B) (i-m)(C,A)

The premises of Datisi(d,t,m) say that some sometime-B is always a C,
and every sometime-B is sometimes an A. Clearly it follows that some
sometime-A is always a C, i.e. (i-d)(A,C). But this would be a conclu-
sion in Disamis with the premises swapped around; it is not a conclusion in
Datisi because the terms are in the wrong order in the conclusion. The best
conclusion we can get in Datisi is to weaken (i-d)(A,C) to (i-m)(A,C) and
then convert to (i-m)(C,A) by (i-m)-conversion as in Theorem 9.3.4. The
Dimatis case is similar.

10.4 Avicennan proof theory for the dt fragment

How does the proof theory of Section 8.3 above adapt to the dt fragment?
Our question here is not what adaptations Ibn Sı̄nā made; it is what

adaptions are in fact needed and what are possible. Our answers will some-
times use logical facts that Ibn Sı̄nā discovered and pointed out, but the
question how he viewed the situation is a separate matter and one of the
central topics of [45]. I show there that it provides an essential clue for un-
derstanding the k. abt. that we met already in Section 1.1 above. (Section 12.1
below will give a brief preview.)

(1) Avicennan weakenings
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The dt moods include a number of non-optimal moods where the avi-
cennan form of a premise can be weakened without weakening the con-
clusion. In the assertoric case, Section 8.3 handled weakenings by use of
conversions, following Aristotle. But in 2D logic this approach is no longer
feasible. For example to weaken (a-d)(B,A) to (a-t)(B,A) by conversion
we would need to be able to convert a sentence with assertoric form (a)
to another sentence with assertoric form (a), which is clearly impossible. I
will assume for the present that avicennan weakenings can be regarded as
perfect inferences, so that a premise can have its avicennan form weakened
at the point where the premise is used. (This is not a claim about Ibn Sı̄nā’s
practice; that needs to be checked separately.)

(2) First-figure moods

We will also assume for the present that the first figure dt moods can
be taken as perfect, just as the assertoric ones were. Again this will need
checking against Ibn Sı̄nā’s account. He might disagree about whether the
dt first-figure moods are cognitively self-evident; this is not really a ques-
tion of logic. For our present purposes it suffices to fix a set of axioms in
the style of Section 8.3.

The two rules added in Definition 8.3.4 to form the rule-book R3= are
simply first-figure moods with the premises reversed, so for the present we
can assume also that these rules carry over to the dt situation.

Having settled (1) and (2), for the rest of this section we can restrict
attention to the avicennan-optimal moods in Figures Two to Four, as listed
in the charts of the previous section.

(3) Moods in the atnd fragment

For these moods the proofs given in Section 8.3 carry over exactly, mod-
ulo a tacit use of the theories of E and±. (In fact for the avicennan-optimal
moods in the atnd fragment the theory of ± is never needed; EXERCISE?)
All the productive fourth-figure moods in the dt fragment fall under this
case.

(4) Conversions that lift

We can read off from Theorem 9.3.4 that in the dt fragment, symmet-
ric (e)-conversion works only for the avicennan form (d), and symmetric
(i)-conversion works only for the avicennan form (t); (a-d) and (a-t) both
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convert only to (i-t) in this fragment.
The following moods lie in the dt fragment and outside the atnd frag-

ment, but the conversions used for them in Section 8.3 are still valid for the
given avicennan forms:

(10.4.1) Darapti(t,d,d), Felapton(t,t,t), Datisi(t,d,d), Ferison(t,t,t)

In Section 8.3 these were proved by conversions. For the first two of them,
the (a) minor premise was converted to (i), and in the third and fourth
the (i) minor premise was converted to (i). In the dt versions the minor
premise has the form either (a-t) or (i-t), and these forms do convert as
required.

Thus far, the proof methods of Section 8.3 lift to the dt fragment unprob-
lematically. There remain the following six moods:

(10.4.2) Cesare(d,t,d), Camestres(t,d,d), Festino(d,t,d), Baroco(t,d,d),
Disamis(t,d,d), Bocardo(t,t,t).

All six are in Figures Two and Three, hence of interest to Ibn Sı̄nā. The
methods used in Section 8.3 for Cesare(d,t,d), Camestres(t,d,d) and Festino(d,t,d)
would require symmetrical (e-t), which is not available. The methods used
for Disamis(t,d,d) would require symmetrical (i-d)-conversion, which is not
available.

(5) Ectheses

In Section 8.3 we used ecthesis to justify two moods: Baroco and Bocardo.
The proof that we gave for Baroco seems unlikely to lift to Baroco(t,d,d), since
taking the obvious route would require us to convert (e-t)((C \B), B). But
in any case Ibn Sı̄nā’s ecthesis always introduces a new term by definition,
and we haven’t checked how this procedure adapts to the dt fragment. So
it would be safest to reconsider all the valid cases of Baroco and Bocardo in
the dt fragment. There are four cases:

(i) Baroco(d,t,d) requires expanding (o-d)(C,B).

(ii) Baroco(t,d,d) requires expanding (o-t)(C,B).

(iii) Bocardo(t,d,d) requires expanding (o-d)(B,A).

(iv) Bocardo(t,t,t) requires expanding (o-t)(B,A).
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In the case of Baroco(t,d,d) we can use the ecthesis (1) of Theorem 9.3.5,
which gives us the move

(10.4.3) (o-t)(C,B) ` (a-t)(D,C), (e-`)(B,D)

This rescue takes us outside the dt fragment and into logical territory that
we will explore in later chapters. For the present we quote a First Figure
mood from Section 11.2 below:

(10.4.4) (a-d)(C,B), (e-`)(B,A) B (e-d)(C,A).

This does the required job as follows:

1. <(o-t)(C,B), (a-d)(A,B)> [C,A] posit
2. <(a-t)(D,C), (e-`)(B,D), (a-d)(A,B)> [C,A] by ecthesis, Theorem 9.3.5 (1)
3. <(a-t)(D,C), (e-d)(A,D)> [C,A] by 5 in Def 8.3.4 and (10.4.3)
4. <(i-t)(C,D), (e-d)(A,D)> [C,A] by (a-t)-conversion
5. <(i-t)(C,D), (e-d)(D,A)> [C,A] by (e-d)-conversion
6. <(o-d)(C,D)> [C,A] by Ferio(t,d,d)

NOTES: For Baroco(d,t,d) we need:

1. <(o-d)(C,B), (a-t)(A,B)> [C,A] posit
2. <(a-t)(D,C), (e-d)(B,D), (a-t)(A,B)> [C,A] by ecthesis, Theorem 9.3.5 (1)
3. <(a-t)(D,C), (e-d)(A,D)> [C,A] by 5 in Def 8.3.4 and (10.4.3)
4. <(i-t)(C,D), (e-d)(A,D)> [C,A] by (a-t)-conversion
5. <(i-t)(C,D), (e-d)(D,A)> [C,A] by (e-d)-conversion
6. <(o-d)(C,D)> [C,A] by Ferio(t,d,d)

For Bocardo(t,d,d) we need:

1. <(a-t)(B,C), (o-d)(B,A)> [C,A] posit
2. <(a-t)(B,C), (a-`)(D,B), (e-d)(A,D)> [C,A] Theorem 9.3.5 (2)
3. <(a-t)(D,C), (e-d)(D,A)> [C,A] by Barbara and a SWITCH
4. <(i-t)(C,D), (e-d)(D,A)> [C,A] by (a-t)-conversion
5. <(o-d)(C,A)> [C,A] by Ferio

For Bocardo(t,t,t) we need:

1. <(a-t)(B,C), (o-t)(B,A)> [C,A] posit
2. <(a-t)(B,C), (a-t)(D,B), (e-`)(D,A)> [C,A] Theorem 9.3.5 (1)
3. <(a-t)(D,C), (e)(D,A)> [C,A] by SWITCHED Barbara
4. <(i-t)(C,D), (e)(D,A)> [C,A] by (a-t)-conversion
5. <(o-t)(C,A)> [C,A] by Ferio
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Since we now have several options for choosing the defined term in ec-
thesis, it makes sense to check whether any of the dtmoods that we haven’t
yet justified could be justified by a suitable choice of ecthesis. As it hap-
pens, Ibn Sı̄nā had exactly this thought; he showed that it takes care of
Disamis(t,d,d).

1. <(a-t)(B,C), (i-d)(B,A)> [C,A] posit
2. <(a-t)(B,C), (a-t)(D,B), (a-d)(D,A)> [C,A] by ecthesis, Fact 9.3.5 (3)
3. <(a-t)(D,C), (a-d)(D,A)> [C,A] by reversed Barbara
4. <(i-t)(C,D), (a-d)(D,A)> [C,A] by (i-t)-conversion
5. <(i-d)(C,A)> [C,A] by Darii

Ibn Sı̄nā gives the proof without spelling out the avicennan forms. As in
the cases discussed just above, he specifies D with the inadequate descrip-
tion ‘some B that is an A’, but he adds at once that this should be adjusted
so as to prove a conclusion with the same modality as the second premise.
In fact the definition

(10.4.5) Dxτ ≡ (Bxτ ∧ ∀σ(Exσ → Axσ))

works here by giving the ecthesis

(10.4.6) (i-d)(B,A) ` (a-t)(D,B), (a-d)(D,A)

which is a weakening of Fact 9.3.5 (5).

(6) Cesare(d,t,d), Camestres(t,d,d), Festino(d,t,d)

In Section 8.3 these were proved by converting the (e) premise. This
premise now has the form (e-t), which doesn’t convert. Converting the
(a) premise to (i) in Cesare and Camestres is a hopeless move, because it
can give only an existential conclusion. If Ibn Sı̄nā wants to find direct
proofs of these conclusions from these premises, he will have to go outside
Aristotelian methods. The first two have no existential premises, so at least
for these there is no obvious route by ecthesis.

Probably my own preference here is clear. I would go for reduction to
assertoric proofs by incorporating the temporal modalities into the pred-
icates. This would be a major turnaround in methods of proof: it would
incorporate two non-syllogistic re-terming steps (Section 4.3) into the most
basic level of formal proofs. To illustrate the case of Festino(d,t,d) in the style
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of Section 8.3:

1. <(i-d)(C,B), (e-t)(A,B)> [C,A] posit
2. <(i)(C+, B−), (e)(A+, B−)> [C+, A+] re-term by (10.1.8)
3. <(i)(C+, B−), (e)(B−, A+)> [C+, A+] by e-conversion
4. <(o)(C+, A+)> [C+, A+] by Ferio
5. <(o-d)(C,A)> [C,A] re-term by (10.1.8)

Closely similar moves work for the other two cases.

History 10.4.1 Of course it would be an outrageous liberty to assume that Ibn
Sı̄nā would have used this method for the first three moods under consider-
ation. Fortunately we don’t need to assume it, because we have it from the
horse’s mouth. Ibn Sı̄nā tells us in his own words that at this point we should
‘count the permanence or non-permanence as a part of the predicate’ (Qiyās
[55] 130.11f), which is precisely the re-terming move used above. Other details
of this passage in Qiyās are confused and clearly need some kind of editing; but
the fact that he tells us to incorporate a re-terming, at precisely the point in the
formal development where Aristotelian methods cease to work and this device
does the job required, is a clear indication that he has made the breakthrough.
This is one of the lightbulb moments, not only in Ibn Sı̄nā’s logic but in the
history of pre-Fregean logic. See [45] for further discussion.

10.5 Productivity conditions and compound proof the-
ory for dt

Besides the Philoponus conditions, the extra condition for productivity is
that if there is a negative sentence φ, then either the predicate symbol of φ is
the major extreme of the premise-sequence, or the predicate symbol of φ is
the predicate symbol of another sentence ψ in the premise-sequence and at
least one of φ and ψ has the form (d), or the premise-sequence is retrograde
and φ has the form (d).

So for premise-pairs: if there is a negative premise, then either it is the
major premise in first or third figure [which can be shortened to ‘we are in
first or third figure’ by the assertoric conditions], or we are in second figure
and at least one premise is (d), or we are in fourth figure and the negative
premise has the form (d).

So ignoring fourth figure the condition is just that if we are in second
figure then at least one premise is (d).

Turning to the rule of following:
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If the major premise is forwards, the mood of the conclusion follows it.
If the major premise is backwards but the premise-sequence is not ret-

rograde, then the conclusion is (d).
If the premise-sequence is retrograde, then the conclusion is (d) if and

only if there is a negative premise.

This gives for premise-pairs:
In first and third figures the mood of the conclusion follows that of the

major premise.
In second figure the conclusion is (d).
In fourth figure the conclusion is (d) unless the premises are all affirma-

tive, in which case it’s (t).

10.6 Listing the dt MITs

We reduced the dt fragment to a form of assertoric logic that we calledLas±,
containing sentences of the following nine forms:

(10.6.1)

1 (a)− (a)(B+, A−)
2 (a)+ (a)(B+, A+)
3 (e)− (e)(B+, A−)
4 (e)+ (e)(B+, A+)
5 (i)− (i)(B+, A−)
6 (i)+ (i)(B+, A+)
7 (o)− (o)(B+, A−)
8 (o)+ (o)(B+, A+)
9 (a, uas)+ (a, uas)(B−, B+)

The nuisance (o) form is here, but for metamathematical purposes we can
eliminate it by the device of Lemma 6.1.6 as follows.

Lemma 10.6.1 Let T be a theory consisting of sentences of the forms in (10.6.1).
Let T ′ be the theory constructed from T by replacing each sentence of the form
(o)− by the sentence of the form (o, uas)− with the same tag, and each sentence of
the form (o)+ by the sentence of the form (o, uas)+ with the same tag. Then T is
consistent if and only if T ′ is consistent.

Proof. The proof is exactly as that of Lemma 6.1.6. To see that the pre-
vious proof applies, we need to check that in T there is no sentence of the
form (a, uas)− with the same subject symbol as a sentence of the form (o)−

or (o)+. But this is immediate, since a sentence of the form (a, uas)+ has a
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subject symbol of negative polarity B−, whereas the sentences of the form
(o)− or (o)+ have subject symbols B+ of positive polarity. �

As a result of this lemma, we can find the MITs by finding them first for
a logic with the nine sentence forms

(10.6.2) (a)−, (a)+, (e)−, (e)+, (i)−, (i)+, (o, uas)−, (o, uas)+, (a, uas)+,

and then translating back. We will write Ldt1 for the logic above, and Ldt2
for the new logic. Warning: Strengthenings and weakenings are not always
the same in the two logics Ldt1 and Ldt2. So to describe the optimally in-
consistent theories in Ldt1, we need first to find the MITs in Ldt2 and then
translate back into Ldt1 before considering the possible weakenings.

The Propositional Constraints impose some restrictions on the tracks of
a refutation in Ldt2.

Lemma 10.6.2 Let ρ be a refutation in Ldt2. Then in both tracks of ρ:

(a) A node carrying a relation symbol of polarity− is either terminal or followed
immediately by a node with theory label of the form (a, uas).

(b) A node carrying a relation symbol of polarity + is either terminal or followed
immediately by a node with theory label of the form (a) or (e).

Proof. If a node ν is not terminal and carries a relation symbol C, then
by the Propositional Constraint, C is the subject symbol of the theory label
of ν+. �

Lemma 10.6.3 Let ρ be a terse refutation in Ldt2. If two affirmative nodes of ρ in
the same track carry the same relation symbol, then they are both in the tail of ρ.

Proof. For exactly the same reasons as BEFORE, no node is left con-
strained away from any other node. So the proof is covered already by that
of Lemma le:6.5.2y. �

Lemma 6.4.10 no longer gives us a support in this case, because we now
have sentences of the form (a, uas). Instead we can say:

Lemma 10.6.4 Let ρ be a refutation in Ldt2. Suppose µ and ν are affirmative
nodes in the upper and lower tracks of ρ respectively, and the same relation symbol
B+ is at both µ and ν. Then there exists a support for µ and ν.
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Proof. The same proof as for Lemma 6.4.10 shows that at least one of
the successor nodes µ+ and ν+ has an affirmative theory label with subject
symbol B+. Since the sentences (a, uas) all have subject symbol of polarity
−, the theory label in question must have the form (a), so that it provides a
support for µ and ν. �

We infer:

Lemma 10.6.5 Let ρ be a terse refutation in Ldt2, and µ, ν a pair of AFFIRMA-
TIVE nodes of ρ in different tracks and carrying the same relation symbol B+ of
polarity +. Then µ and ν are initial nodes with theory label of the form (a), and
this same label is also the theory label of the second one of one of the two tracks.

The proof is AS BEFORE.

What happens when in the lemma above, the relation symbol at µ and
ν has polarity −, say B−? Since both nodes are affirmative, the lower is not
terminal, and hence by ABOVE, ν+ has theory label (a, uas)(B−, B+).

We claim that µ must be terminal. For otherwise also µ+ has theory
label (a, uas)(B−, B+) and hence µ+ and ν+ are affirmative nodes carrying
the same relation symbol B+. So by the previous lemma, both µ+ and ν+

are initial, which is a contradiction. Claim proved.
We can separate out the nominator types exactly as before:

Theorem 10.6.6 Let ρ be a refutation in L without (o). Then exactly one of the
following holds.

Case (i) Exactly one of the sentences in the theory of ρ has the form (i), and this
sentence is the nominator sentence.

Case (o) Exactly one of the sentences in the theory of ρ has the form (o, uas), and
this sentence is the nominator sentence and the theory label of the negative
node.

Case (a) The theory of ρ contains no sentence of either of the forms (i) and
(o, uas), and the nominator sentence has the form (a).

We consider each case in turn. We write χ for the nominator sentence.
Case (i). As before, the initial nodes are the nominator nodes, and their

Skolem labels are Skolem pieces of χ. As before, we rule out the possi-
bility that both initial nodes have the secondary Skolem piece of χ; and
as before, in the case where χ has the form (i)(B+, A+) we also rule out
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the possibility that both initial nodes have the primary Skolem piece of χ.
However, there remains the case that χ has the form (i)(B+, A−) and both
initial nodes have the primary Skolem piece of χ as their Skolem labels, so
that both carry the relation symbol A−. None of our arguments rule out
this possibility. But ABOVE shows that in this case the refutation has a tail
of length 1, and that the upper initial node is also terminal.

Case (o). As before, we rule out the possibility that both initial nodes
have the secondary Skolem piece of χ. It’s also impossible for both initial
nodes to have the primary Skolem piece of χ as their Skolem labels, since
this piece is negative and can only be the Skolem label of the negative node.

Case (a). Here as with (i) there is a new possibility, namely that χ has
the form (a)(B+, A−) and that the second nodes of both tracks have χ as
their theory label. Since χ has only one 2-part Skolem piece, the refutation
will have a tail of length at least 2; but the CLAIM shows that the upper
second node in this case is terminal, so that the tail has length exactly 2.

We have enough information now to carry these refutations back to
subject-predicate digraphs. Then from the digraphs we can eliminate those
MITs that are not optimal. For example in the case (i) where χ has the form
(i)(B+, A−) and the refutation has a tail, the PROCEDURE produces a di-
graph of the form (10.2.1) above, except that any of the sentences labelled
(a-t) could in fact be (a-d), and likewise with (e-t) and (e-d). But none of
these theories with a d in place of a t are optimal, since (10.2.1) is incon-
sistent as it stands, and passing from (a-d) to (a-t) (or likewise with (e-d))
is a weakening. The same argument applies to the other subject-predicate
digraphs in cases (i) and (o).

Case (a) never yields an optimally inconsistent theory. This is because
the first sentence in the upper track is always of the form (a-g), which can
be weakened to (i-g) producing an inconsistent theory of type (i)II ↑.

Theorem 10.6.7 A set of dt sentences is optimal inconsistent if and only if it has
a subject-predicate digraph of one of the types (i)I , (i)II ↑, (i)II ↓ or (o) as in
Section 10.2 above.
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10.7 Exercises

10.1. In the proof of (b)⇐ of Theorem 10.1.2 we had to invoke the theory
of E to get from ∃τBaτ to ∃τ(Eaτ ∧Baτ). Might it be easier to define

(10.7.1) (A+)N
↓

= {a ∈ dom(N↓) : N |= ∃τAaτ},

making the appeal to the theory ofE unnecessary? Show that the definition
(10.7.1) works for the proof of the theorem just as well as (10.1.3), but it
requires an appeal to the theory of E at different points in the proof.

Solution: If N is a model of Th(E) then the two definitions (10.1.3) and
(10.7.1) define the same sets (A+)N

↓
. But for example in the proof thatN↓ |=

(o)(B+, A+) using (10.7.1), we would need to argue from N |= ∀τ(Eaτ →
¬Aaτ) to N |= ∀τ¬Aaτ , and this inference depends on Th(E).

10.2. WAS A THEOREM. USE? Every set of sentences in the dt fragment
in L(Σ2rel(E)) can be written as TDT for a set T of assertoric sentences in
L(Σdt

1rel) with subject symbols of the form R+. Moreover

(a) TDT is two-dimensional inconsistent if and only if T is±-inconsistent.

(b) TDT is minimal two-dimensional inconsistent if and only if T is min-
imal ±-inconsistent.

(c) TDT is optimally minimal two-dimensional inconsistent if and only
if T is optimally minimal ±-inconsistent.

10.3. List the 14 productive fourth-figure moods in the dt fragment,
together with their conclusions.
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Solution. ALREADY DONE IN SECTION 10.3.

mood minor major conclusion notes
1.Bamalip(t, t, t) (a-t)(B,C) (a-t)(A,B) (i-t)(C,A)
2.Bamalip(t, d, t) (a-t)(B,C) (a-t)(A,B) (i-t)(C,A)
3.Bamalip(d, t, t) (a-t)(B,C) (a-t)(A,B) (i-t)(C,A)
4.Bamalip(d, d, t) (a-t)(B,C) (a-t)(A,B) (i-t)(C,A)
5.Dimatis(t, t, t) (a-t)(C,B) (i-t)(A,C) (i-t)(B,A)
6.Dimatis(t, d, t) (a-t)(C,B) (i-t)(A,C) (i-t)(B,A)
7.Dimatis(d, t, t) (a-t)(C,B) (i-t)(A,C) (i-t)(B,A)
8.Dimatis(d, d, t) (a-t)(C,B) (i-t)(A,C) (i-t)(B,A)
9.Calemes(d, t, d) (e-t)(B,A) (a-d)(C,B) (e-d)(A,C)
10.Calemes(d, d, d) (e-t)(B,A) (a-d)(C,B) (e-d)(A,C)
11.Fesapo(t, d, d) (a-d)(A,B) (e-t)(C,A) (o-d)(B,C).
12.Fesapo(d, d, d) (a-d)(A,B) (e-t)(C,A) (o-d)(B,C).
13.Fresison(t, d, d) (i-d)(A,C) (e-t)(B,A) (o-d)(C,B)
14.Fresison(d, d, d) (i-d)(A,C) (e-t)(B,A) (o-d)(C,B)
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Chapter 11

The graphable moods

11.1 Listing the graphable MITs

Our treatment of 2D logic in the preceding two chapters has a serious flaw:
it’s piecemeal, taking different pieces of the logic one at a time without
finding the patterns that govern this logic overall. The same is true of the
approach taken by Ibn Sı̄nā himself; in concentrating on the dt fragment
we have been following his lead. But in his time the general methods of
today’s logic were not available, so he had an excuse that we don’t have.

Part of the problem is that by setting himself the task of systematically
listing the two-premise inferences, Ibn Sı̄nā goes into an area that most
modern logicians would shrink from. How would you set about listing
all the first-order sequents with two premises? But besides that, there still
is a lot that we just don’t know about 2D logic.

In any case we certainly need methods that are more general than the
reductions to assertoric logic that got us through the previous two chapters.
We have already mentioned syllogisms that involve both (d) and (`) sen-
tences. These syllogisms are beyond the reach of those reductions, because
the type of interpretation used to reduce sentences in the dt fragment is
incompatible with the type used for the ulem sentences. The assertoric ob-
jects for the second reduction are ordered pairs of object and time, whereas
for the first reduction the times are incorporated into the terms rather than
the objects.

It might be possible to extend the dt reduction to the dtz fragment, tak-
ing in Ibn Sı̄nā’s ‘true now’ (z) sentences. At the time of writing this has not
yet been tried. But it may be worthwhile, both because Ibn Sı̄nā himself has
at least a dozen pages of material in this territory that nobody has yet made

207
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sense of, and because (as we will see in the next Chapter) the dtz fragment
brings us very close to the logic of the 14th century Scholastic Jean Buridan.

However, we do still have the option of using the Skolem methods of
Chapter 6 above. These are highly general and they certainly lift to the
whole of 2D logic, as we will see BELOW. They tell us that every minimal
inconsistent set of 2D sentences has a two-track terse refutation of the same
kind of shape that we saw in Section 6.4. This doesn’t immediately guaran-
tee the Rule of Quality for 2D logic, because in general there are negative
2D sentences with affirmative Skolem pieces, and these would need to be
eliminated from terse refutations. But with some work we can still recover
the full Rule of Quality:

Theorem 11.1.1 Every minimal inconsistent set of 2D sentences contains exactly
one negative sentence.

This will be Theorem BELOW.

The Rule of Quantity fails already for optimal inconsistent sets in the
dtz fragment:

Example 11.1.2 The following theory is optimal inconsistent, but has two
existential sentences:

(i-z)(D,C), (a-d)(C,B), (a-z)(B,A), (o-z)(C,A).

I leave it to the reader to check these properties.

We can recover this much of the Rule of Quantity:

Theorem 11.1.3 Let T be a minimal inconsistent 2D theory. Then:

(a) T contains at most two existential sentences.

(b) If T lies in core 2D logic then T contains at most one existential sentence.

(c) If T has more than one existential sentence then T includes both a (d) sen-
tence and a (z) sentence, and the two existential sentences have the assertoric
forms (i) and (o).

See BELOW.

A more substantial issue is the procedure for converting refutations to
subject-predicate digraphs. We could always do this recasting in the asser-
toric case, because in this case a refutation never has two affirmative nodes
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outside the tail and carrying the same relation symbol REF. In core 2D logic
this is no longer true:

Example 11.1.4 The horrible example.

Definition 11.1.5 Let Γ be a finite abstract digraph with a distinguished
node called the contradictory node. We say that Γ is normal if it has the fol-
lowing properties:

(a) Γ is loopless and has at least two arrows.

(b) Each node of Γ, except possibly the contradictory node, has at most
one immediate predecessor; the contradictory node has at most two.

(c) Γ has a unique circular subgraph, and it contains the contradictory
node.

(d) Γ has at most one terminal node, and if it has one then the node is the
contradictory node.

Theorem 11.1.6 Let Γ be a normal finite abstract digraph. Then Γ has one of the
following three forms:

(i) Γ is a closed path of length at least 2.

(ii) Γ consists of a closed path of length at least two, and a linear subgraph of
arrow-length at least 1, whose only node in common with the closed path is
the contradictory node κ.

(iii) Γ is the union of two distinct linear subgraphs with the same initial node
and the same terminal node, and if ν is a node that is in both subgraphs and
is neither initial nor κ, then the predecessors of ν are also in both subgraphs.

Proof. Write κ for the contradictory node of Γ. Let T be the set of all
subgraphs of Γ that are tracks whose terminal node is κ, and that are max-
imal in the sense that they are not final segments of other tracks with this
property.

Claim One. T has either one or two elements, and every node of
Γ is in at least one track in T.

Proof of Claim. We can find an element of T by starting at κ, taking an
immediate predecessor µ1 of κ, then an immediate predecessor µ2 of µ1,
and so on until either we come to an initial node of Γ, or we come to a node
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with no immediate predecessors not already listed. So T has cardinality at
least 1. But by condition (b) this process is uniquely determined except for
at most two possibilities at the first step. So T has cardinality either 1 or 2.

Suppose that some node ν1 of Γ is not in any element of T. Then by
the construction of the previous paragraph, there is no track in Γ that starts
at κ and finishes at ν1. In particular ν1 is not κ, so by condition (d) ν1 is
not terminal, and thus we can form an infinite sequence ν1, ν2, . . . where
each νi+1 is an immediate successor of νi. Since Γ is finite, there must be
a repetition in this sequence, giving a circular subgraph of Γ that doesn’t
contain κ, and this contradicts condition (c). � Claim One.

Claim Two. Let τ be a track in T, and let µ be the initial node of
τ . Then just one of two cases holds: (1) µ is an initial node of Γ,
or (2) κ is an immediate predecessor of µ in Γ.

Proof of Claim. Suppose µ is not an initial node of Γ, so that in Γ µ has
an immediate predecessor ν. Since τ is maximal, ν is a node already in τ .
If ν is not κ then we have a circular subgraph of Γ that doesn’t contain κ,
contradicting (c). The two cases are disjoint, since if µ has an immediate
predecessor then µ is not initial. � Claim Two.

In case (1) we say that τ is line-like; in case (2) we say that τ is circle-like.

Claim Three. If T contains just one track, then this track is circle-
like. If T contains two tracks, then they are not both circle-like; if
they are both line-like then they have the same initial node.

Proof of Claim. If T consists of a single line-like track then Γ has no
circular subgraph, contradicting condition (c). If T consists of two circle-
line tracks, then there are two distinct circular subgraphs of Γ, contradicting
(c) again. If τ1 and τ2 are two line-like tracks in T with distinct initial nodes,
then by the construction of Claim Two, they have no nodes in common
except for κ. But then Γ has no circular subgraph, contradicting (c) again.
� Claim Three.

Claim Three allows just the three possibilities (i), (ii) and (iii). �

11.2 The optimal core 2D moods

We consider here only premise-pairs and their optimal conclusions.
Barring the ungraphable cases, the syllogistic moods for core two-dim-
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ensional logic can be read off from the results of the previous section. At
present it seems that the ungraphable cases were unknown until 28 Novem-
ber 2014, and there is no indication that Ibn Sı̄nā even suspected their ex-
istence. There must be very few of them, but I hope to report more on this
soon.

We get an optimal syllogism by taking any optimal MIT {φ1, φ2, φ3},
choosing the contradictory negation of one of its sentences for the conclu-
sion, and taking the two remaining sentences as premises. All valid but
not optimal syllogisms can then be found by strengthening the premises
and/or weakening the conclusion. We reviewed the results for assertoric
syllogisms in Chapter 6.

Recall that we follow Ibn Sı̄nā in putting the minor premise first, then
the major premise, then the conclusion. The major premise is the one which
contains the predicate term of the conclusion.

Since every core two-dimensional syllogism projects down to an asser-
toric syllogism, we can name the core two-dimensional syllogisms as fol-
lows: Take the name of the assertoric syllogism that is the projectum, and
add in parentheses at the end the avicennan forms of the minor premise,
major premise and conclusion respectively.

For example consider Barbara. As we know from Section 5.3, an optimal
assertoric syllogism in mood Barbara is got by taking an assertoric theory
whose digraph is in the family C with two arrows in the upper track, tak-
ing the sentences corresponding to these arrows as premise and the con-
tradictory negation of the sentence on the downwards vertical arrow as
conclusion. We find the optimal core two-dimensional moods in Barbara
by applying this same recipe to the family 2DC. Definition de:10.2.1 tells
us the possible assignments of avicennan forms; of course we must switch
between d and t, and between ` and m, when we take the contradictory
negation of the sentence on the vertical arrow.

For example one of the assignments of avicennan forms in Definition
de:10.2.1 is as follows: the vertical arrow is labelled d, and the arrows in
the other track are all labelled t. Listing minor premise, major premise and
conclusion, and remembering to switch for the conclusion, this gives the
optimal mood

(11.2.1) Barbara(t, t, t).

You can read off the remaining cases from Definition de:10.2.1; there are
five possible assignments in all.

It turns out that exactly the same assignments of avicennan forms apply
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to all first figure syllogisms, regardless of their aristotelian forms. We read
them off as follows:

minor major conc

(i) t t t
(ii) d ` d
(iii) t d d
(iv) ` ` `
(v) m ` m

Figure 11.1: Optimal avicennan moods in first figure

The same applies to second, third and fourth figures. For the fourth figure
we are in the special case of family 2DB with empty upper track, as in
Definition de:10.2.2. Here are the results:

minor major conc

(i) t ` t
(ii) t d d
(iii) d t d
(iv) ` ` `
(v) m ` m

Figure 11.2: Optimal avicennan moods in second figure

minor major conc

(i) d t m
(ii) t t t
(iii) t d d
(iv) m ` m
(v) ` m m

Figure 11.3: Optimal avicennan moods in third figure

MUST REDO THIS ONE PROPERLY.
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minor major conc

(i) (i-t) d d
(ii) t (i-t) t
(iii) d t (e-d)

Figure 11.4: Optimal avicennan moods in fourth figure

Theorem 11.2.1 Each of the twelve optimal assertoric moods in first to third fig-
ures yields five core two-dimensional moods, giving 60 in all. The three optimal
assertoric fourth figure moods yield a further 9 core two-dimensional moods.

We begin by using the results of Section se:24 to catalogue the optimal
two-premise syllogisms in core 2D logic. These are the cases that Ibn Sı̄nā
discusses in most detail.

The first three figures refer to tailless two-track digraphs that have one
track with two arrows and one track with one arrow. For example in first
figure the minor premise is the label on the root arrow of the two-arrow
track, the major premise is the label on the other arrow of this track, and
the conclusion is the contradictory negation of the label on the arrow of the
other track. For the relevant results in Section se:24 it makes no difference
whether the existential sentence is in the one-arrow track or the two-arrow,
or whether it is (i) or (o). This is thanks to Orthogonality. So we can give a
chart for all first figure syllogisms without distinguishing between moods.

As a first step we chart the possibilities for an optimal inconsistent the-
ory:

2-arrow track 2-arrow track 1-arrow track
1st arrow 2nd arrow

(i) d ` t
(ii) ` ` m
(iii) m ` `
(iv) t d t
(v) t t d

The ordering of the rows in the chart above is lexicographic, taking
strong before weak. The rows themselves come from Corollary co:amanita6
above. There are three ‘strong’ rows according to where we put the d,
namely (i), (iv) and (v). There are two ‘weak’ rows according to whether
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the m is at the start of the 2-arrow track or the 1-arrow track, namely (iii)
and (ii).

Converting the chart to syllogisms means replacing the sentence in the
1-arrow track by its contradictory negation, which switches its avicennan
form (permuting d and t, and permuting m and `), as follows.

minor major conc

(i) d ` d
(ii) ` ` `
(iii) m ` m
(iv) t d d
(v) t t t

Converting this table to second and third figures is a routine task. For
second figure:

minor major conc

(i) d t d
(ii) ` ` `
(iii) m ` m
(iv) t d d
(v) t ` t

And for third figure:

minor major conc

(i) d t m
(v) ` m m
(iv) m ` m
(iii) t d d
(ii) t t t

We may as well add the facts for fourth figure, though Ibn Sı̄nā has
already declared his lack of interest in this case. I give the results as for
Dimatis, i.e. with the conclusion being the contradictory negation of the
arrow pointing to the root.

minor major conc

(i) m ` m
(ii) t d m
(iii) t t t
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Ibn Sı̄nā lists the conclusion-optimal syllogisms; i.e. for each set of premises
that yields a syllogistic conclusion, he lists the strongest conclusion that
can be got. We can reconstruct his list by allowing all strengthenings of
the premises in the tables above, except where the strengthening allows a
stronger conclusion. To save the reader the trouble I give the results below.

First figure, conclusion-optimal:

minor major conc

(i) d d d
(ii) d ` d
(iii) d m t
(iv) d t t
(v) ` d d
(vi) ` ` `
(vii) ` m t
(viii) ` t t
(ix) m d d
(x) m ` m
(xi) m m t
(xii) m t t
(xiii) t d d
(xiv) t ` t
(xv) t m t
(xvi) t t t

Second figure, conclusion-optimal:

minor major conc

(i) d d d
(ii) d ` d
(iii) d m d
(iv) d t d
(v) ` d d
(vi) ` ` `
(vii) m d d
(viii) m ` m
(ix) t d d
(x) t ` t

Third figure, conclusion-optimal:
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minor major conc

(i) d d d
(ii) d ` m
(iii) d m m
(iv) d t m
(v) ` d d
(vi) ` ` m
(vii) ` m m
(viii) ` t t
(ix) m d d
(x) m ` m
(xi) m m t
(xii) m t t
(xiii) t d d
(xiv) t ` t
(xv) t m t
(xvi) t t t

Ibn Sı̄nā’s lists are complete only for the dt fragment. Thus in first figure
he lists:

ddd, dtt, tdd, ttt.

And in second figure:

ddd, dtd, tdd.

And in third figure:

ddd, tdd, ttt.

In fact Ibn Sı̄nā adds to this list dtt. From the table we see that this is not
conclusion-optimal; we could have got dtm. So dtt is conclusion-optimal
only relative to the dt fragment. This is consistent with what we find else-
where, that Ibn Sı̄nā’s listings are all relative to some particular fragment
of logic. Thus in listing first-order figures he ignores premise-sets that are
productive in other figures but not in first figure.

We turn to theories with tailed digraphs. Ibn Sı̄nā was aware of these,
but he treated them as inconsistent sets and not as syllogisms. It suits us
fine to do the same here.
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For the tailed two-track digraph there are just two possibilities. We use
the numbering of arrows from the diagrams in Section se:22.

T1 U1 L1

(i) d ` t
(ii) d t `

For the tailed fourth-figure digraph there is only one possibility:

T1 L1 L2

(i) d t t

11.3 Implications for compound proofs

Is Ibn Sı̄nā right to claim his assertoric proof theory lifts to recombinant in
general?

11.4 Janus sentences

Ibn Sı̄nā also introduced to 2D logic some sentences that we haven’t con-
sidered yet; I will call them Janus sentences because they face two ways,
affirmative and negative. In Ibn Sı̄nā’s time it wasn’t yet the habit to pin
down a logic to an exact set of sentences. (It seems to have been Fak

¯
r al-

Dı̄n in the late twelfth century who first recommended this practice.) So for
convenience I excluded Janus sentences from 2D logic in earlier sections of
this paper. With these sentences included, I will speak of extended 2D logic.
When the Janus sentences are excluded I speak of unextended 2D logic.

In fact the exact choice of Janus sentences in Ibn Sı̄nā’s own system is
not entirely clear. I will go for inclusivity; but one can still raise questions
about where he intended to take the existential or universal augments.

Let ψ be a universal 2D sentence ∀xφ(x). Then we write ψ(x)+ for the
formula φ(x) got by removing the initial object quantifier, and ψ(x)− for the
internal negation of ψ(x)+, i.e. the formula got by changing a to e or vice
versa. Then we can consider four new sentences as follows; their labels are
on the left.

(11.4.1)

J∧ψ : ∀x(φ(x)+ ∧ φ(x)−)
J∧ψ : (∀xφ(x)+ ∧ ∀xφ(x)−)
J∨ψ : ∀x(φ(x)+ ∨ φ(x)−)
J∨ψ : (∀xφ(x)+ ∨ ∀xφ(x)−)
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(Upstairs the propositional operator has wide scope; downstairs it has nar-
row scope.) The first and second sentences in (11.4.1) are logically equiva-
lent.

We call the two sentences ∀xφ(x)+ and ∀xφ(x)− the two faces of each of
the sentences above; one is affirmative and the other is negative.

Dually we can do the same thing to existential sentences ψ of the form
∃xφ(x), again getting four Janus sentences:

(11.4.2)

J∧ψ : ∃x(φ(x)+ ∧ φ(x)−)
J∧ψ : (∃xφ(x)+ ∧ ∃xφ(x)−)
J∨ψ : ∃x(φ(x)+ ∨ φ(x)−)
J∨ψ : (∃x(φ(x)+ ∨ ∃xφ(x)−).

We get the same eight sentences if we take φ to be negative as we do with
φ affirmative. Each of these sentences has two faces, ∃xφ(x)+ and ∃xφ(x)−,
one affirmative and one negative.

We describe a Janus sentence as disjunctive if it has ∨ in the middle,
and conjunctive if it has ∧ in the middle. We describe the Janus sentences
in (11.4.1) as universal, and those in (11.4.2) as existential. We describe the
Janus sentences of the form J∧φ and J∨ as propositional, to indicate that
they are propositional compounds of unextended 2D sentences.

Not all the Janus sentences are useful. For example:

Lemma 11.4.1 A Janus sentence of any of the following forms is inconsistent:

(11.4.3)
J∧(a-d), J∧(a-`), J∧(a-z),
J∧(a-d), J∧(a-`), J∧(a-z),
J∧(i-d), J∧(i-`), J∧(i-z).

�

Another general fact:

Lemma 11.4.2 Let φ be any unextended 2D sentence. Then

J∧φ ` J∧φ ` φ ` J∨φ ` J∨φ.

�

The next lemma gives more detail for the extended core 2D sentences:
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Lemma 11.4.3 The following implications hold. Each sentence in the upper block
entails the corresponding sentence in the lower block.

⊥ -� J∧(a-d) -�

@R@I

?
6

J∧(a-`) -

@R@I

?

6

J∧(a-m) -

@R

?

6

J∧(a-t)

?

6 @R
J∧(i-d) -� -

?

J∧(i-`) --

?

J∧(i-m) --

?

J∧(i-t)

?
J∧(a-d) -�

@R
J∧(a-`) -

@R
J∧(a-m) -

@R
J∧(a-t)

@R
J∧(i-d) - J∧(i-`) - J∧(i-m) - J∧(i-t)

J∨(a-d) -

@R

?

J∨(a-`) -

@R

?

J∨(a-m) -

@R

?

J∨(a-t)

?

@R
J∨(i-d) -

6
?

J∨(i-`) -

6
?

J∨(i-m) � -

6
?

J∨(i-t)

?
6J∨(a-d) -

@R
J∨(a-`) -

@R
J∨(a-m) -�

@R@I
J∨(a-t)

@R@I
J∨(i-d) - J∨(i-`) - J∨(i-m) -� J∨(i-t) -� ¬ ⊥

Lemma 11.4.4 Writing ¯ for contradictory negation,

J∧φ = J∨φ

and
J∧φ = J∨φ.

�

Ibn Sı̄nā introduces J∧(a-t) and J∧(i-t) as wujūdı̄, evidently as temporal
analogues of Aristotle’s ‘contingent’. In Easterners he also mentions the pair
J∧(a-m) and J∧(i-m).

Lemma 11.4.5 Extended 2D logic is decidable.

Proof. The forms of the Janus sentences show that each of them can be
written using just two variables, so that we can quote Mortimer’s theorem
again. �

Adding propositional Janus sentences to a set of 2D sentences intro-
duces nothing essentially new. Conjunctive propositional Janus sentences
can be regarded as pairs of sentences. We can handle disjunctive Janus
sentences with the following elementary fact.
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Fact 11.4.6 Let T be a first-order theory and for each i ∈ I let φi be a sentence
(φ1i ∨ φ2i ). Then the theory

T ∪ {φi : i ∈ I}

is inconsistent if and only if for every function f : I → {1, 2} the theory

T ∪ {φf(i)i : i ∈ I}

is inconsistent. (The function f in this context is called a transversal, and we
write Tf for the theory exhibited above.)

From this point, we could aim to develop a logic of extended 2D sen-
tences. The patterns would be more complicated than for unextended 2D
logic. For example here is a minimal inconsistent theory:

(11.4.4) J∨(i-m)(C,B), (e-`)(C,A), (a-`)(B,A), (a-`)(C,D), (a-`)(B,D).

Simiar ideas rapidly lead to arbitrarily complicated examples. Going down
this road we would double the length of the paper. But happily Ibn Sı̄nā
considers only some very special cases, as in the following section.

11.5 Exercises

1.



Chapter 12

Cashing in

12.1 Ibn Sı̄nā’s k
¯

abt.

To understand Ibn Sı̄nā’s alethic modal logic is above all to make sense of
his k. abt. . As we noted in Section 1.1, this is his practice of confusing tempo-
ral modalities with alethic ones—and Rāzı̄ was surely right to suppose that
at least sometimes Ibn Sı̄nā uses the alethic modality ‘necessary’ to express
‘inevitable’.

Any explanation of the k
¯

abt. has to rest on a close study of Ibn Sı̄nā’s
text. For that reason it belongs in [45] rather than the present book. But the
reader is entitled to be told the outcome, so let me sketch it here. I concen-
trate on Qiyās, which is Ibn Sı̄nā’s fullest surviving mature treatment.

Permanence is a kind of necessity, and Ibn Sı̄nā himself labels his ‘per-
manence’ (d) sentences as ‘necessary’ (d. arūrı̄). So there is a body of ma-
terial in Qiyās that can be understood as talking simply about the two-
dimensional logic, with ‘necessary’ understood as (d). This material in-
cludes most of books i–iv of Qiyās, but excluding the material (chiefly in
book iv) that explicitly discusses possibility and contingency. Ibn Sı̄nā him-
self clearly demarcates the material on possibility and contingency. So we
are left with what I will call the permanence material of the development of
formal logic in Qiyās i–iv.

Resolution of the k
¯

abt. problem falls into two parts. The first, which is
now easy, is to explain the permanence material. The second is to show
how the permanence material fits into Qiyās books i–iv as a whole, and
how it relates to the material in Qiyās that is not about permanence. This
second part will probably always give rise to controversy, but I think the

221
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core points now become clear.

The permanence material forms a textbook of two-dimensional logic.
It begins with a statement of the sentence forms of two-dimensional logic,
and goes on to consider their contradictory negations, conversions and ec-
theses, concentrating on the dt fragment but not neglecting other parts of
the logic. After this, the textbook lists all the moods of the dt fragment in
First, Second and Third Figures, and spells out a complete proof calculus
for these. A later part of Qiyās extends the proof theory to take account of
syllogisms in the dt fragment with more than two premises.

This material is a textbook of a particular logic in very much the same
sense as, say, Prior Analytics i is a textbook of syllogisms, or Hilbert and
Ackermann [37] is a textbook of first and second order logic. It establishes
Ibn Sı̄nā as one of the major creative minds in the history of logic.

The textbook contains very few errors. The only one of any significance
that I know of is an incorrect statement of the contradictory negations of
the Janus sentences that Ibn Sı̄nā describes as wujūdı̄. This mistake was
pointed out already by Rāzı̄ (as we saw in Section 1.1 above), and in the
modern literature it has been noted by Chatti REF. The faulty material is
easily detached and has few consequences elsewhere.

On the plus side, the textbook contains some very original and sophis-
ticated material. Three items that stand out are the use of paraphrase in the
justification of Cesare and other Second Figure syllogisms; the discovery
of minimal inconsistent sets that are not graph-circular (correcting a sub-
tle error in Aristotle’s account as it is normally read); and the proof search
algorithm.

So the permanence material can take its place as one of the classics of
pre-modern logic. But there remains the important task of accounting for
the material involving possibility and contingency, and also of explaining
why the textbook material was embedded in the k

¯
abt. . There seems to be

something not altogether professional about the way Ibn Sı̄nā has set out
his stall.

The first observation to make—and it is not a new one—is that the
moods that Ibn Sı̄nā accepts in necessary/possible are in exact correspon-
dence with the ones that he accepts in (d)/(t). Now the textbook derives
these moods in the dt fragment from axioms; so if Ibn Sı̄nā wants to show
that necessary/possible obeys the same logical rules, he need only show
that it obeys the axioms. Looking at how he lays out this part of the work-
ings, we see that the axioms are exactly where he concentrates his argu-
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ments. So I believe we can say: Ibn Sı̄nā aims to show that the pair neces-
sary/possible obeys the same logical axioms as the pair (d)/(t).

The next puzzle is why Ibn Sı̄nā’s arguments to verify these axioms
are so unconvincing. They are actually worse than is generally realised,
because in them Ibn Sı̄nā uses methods of Aristotle which elsewhere he
rightly dismisses as unsound. The answer to this puzzle lies in Ibn Sı̄nā’s
theory of the nature of logic as a science. The axioms of logic are not derived
by formal argument from other truths of logic; if they were, they wouldn’t
be the axioms. So in this part of his work, Ibn Sı̄nā has to rely on other ap-
proaches, such as conceptual analysis, which for him involves tasting and
testing concepts from any angle that may help to consolidate our intuitions.
This exactly matches the style and presentation of the arguments that Ibn
Sı̄nā deploys in this section of his work.

If this approach to Ibn Sı̄nā is right, then we should see Ibn Sı̄nā’s treat-
ment of necessity and possibility in Qiyās as an attempt to discover the logic
of the notion of necessity as an abstract notion. I say only ‘necessity’ here,
because Ibn Sı̄nā spells out in detail that possibility is a derivative concept,
definable in terms of necessity. This incidentally helps to account for one
conspicuous difference between his treatment of the dt fragment and his
treatment of necessary/possible, which is that in the latter case he relies
heavily on reductio ad absurdum. He seems to believe that reductio is rele-
vant precisely because ‘possible’ is ‘not necessary that not’ (the De Morgan
dual).

There are of course various kinds of necessity. To the extent that they are
kinds of necessity at all, they will obey the same logic as the abstract notion.
So all logical laws of necessity in the abstract will also be laws obeyed by
(d) in the dt fragment. Ibn Sı̄nā hopes to show that the converse is true
too: any logical laws of (d) will be laws of necessity too. Not everybody
has been convinced; there is certainly room for alternative views. But I
hope that we can agree about the nature of the disagreement. It is not a
disagreement within formal logic; it’s a disagreement about whether all
forms of necessity obey the same formal laws.

The current literature contains two main claims that contradict the ac-
count in the previous two paragraphs. One of these is the claim that Ibn
Sı̄nā’s treatment of necessary/possible is aimed at commenting on Aristo-
tle’s account. The other is the claim that Ibn Sı̄nā aims to study not ne-
cessity in the abstract, but a particular form of metaphysical or ontological
necessity. Ibn Sı̄nā anticipated that people would read both of these moti-
vations into his logic, and so he took care to deny both of them. Gutas’s
book [34] is excellent on this issue; see particularly his pages 29–41 on Ibn
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Sı̄nā’s attitude to Aristotle’s logic, and 300–303 on Ibn Sı̄nā’s separation of
logic and metaphysics. These are not issues of formal logic, so I need say
little more about them here; they will both be discussed more fully in [45]. I
will just comment that the first claim is true in the literal sense that Ibn Sı̄nā
in Muk

¯
tas.ar, Najāt and Qiyās presents his material in the form of a commen-

tary on the Organon. This is a matter of style rather than motivation; but
it’s entirely possible that his motivation became clearer and narrower as his
understanding matured.

A loose end is that the account above deals with Ibn Sı̄nā’s treatment of
the pair necessary/possible, but not with his treatment of the pair (t)/possible.
This latter pair of concepts doesn’t fit into the rest of Ibn Sı̄nā’s scheme, be-
cause (t) and ‘possible’ are the De Morgan duals of different kinds of ne-
cessity. Ibn Sı̄nā—unlike Rāzı̄—has no interest in building up a logic that
handles two kinds of necessity simultaneously. So Ibn Sı̄nā can deal with
these cases only ad hoc. This accounts for the fact that these moods include
the one case where Ibn Sı̄nā states in different places different conclusions
for the same mood. It’s also worth noting that K

¯
ūnajı̄’s counterexamples to

Ibn Sı̄nā’s modal logic rest precisely on taking two different kinds of neces-
sity at different points in one pair of premises. REF. This is an undeniable
black hole in Ibn Sı̄nā’s modal logic.

There still remains the problem of the k
¯

abt. . Why say a thing confusingly
if you can say it clearly?

My understanding of this issue has been hugely clarified by reading
Spencer Johnston’s PhD thesis [64]. For the last two years I have been say-
ing that for Ibn Sı̄nā the two-dimensional logic is related to the alethic logic
more or less as a Kripke semantics is related to a modern modal logic; but
then I have apologised for being anachronistic. Johnston applies a Kripke
semantics to the divided modal logic of Jean Buridan. It comes to light that
Johnston’s Kripke semantics is formally identical to parts of the dtz frag-
ment of two-dimensional logic—except for the small and mainly irrelevant
proviso that Johnston makes slightly different assumptions from Ibn Sı̄nā
about the role of the E relation. The translation between Johnston and Ibn
Sı̄nā will be set out in the next two sections below.

The question asks itself: If our understanding of Buridan’s divided
modals benefits from having a Kripke semantics, then doesn’t it follow
that Ibn Sı̄nā’s understanding of alethic modal logic should benefit from
its translation into two-dimensional logic, in exactly the same way? A full
answer needs to pin down the benefits more precisely. I think most modern
logicians would point to the fact that two-dimensional logic is extensional,
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i.e. that it has a semantics in elementary set theory, so that the laws of two-
dimensional logic are objective and uncontroversial. So the 2D logic is like
Kripke semantics in that it provides a fixed point or fulcrum for tackling
the much more controversial concepts that tend to be involved in the study
of alethic modal logic.

So in a nutshell, Ibn Sı̄nā hopes to clarify the logic of necessity by giv-
ing it an extensional semantics. It sticks out like a sore thumb that this is a
modern programme, not one we expect from an author in the 11th century.
But for this reason it should be no surprise to find that Ibn Sı̄nā is feeling
his way and is unsteady in his way of presenting this material. Today we
would say ‘Here on the left is a modal sentence, and here on the right is
its semantic interpretation’. Ibn Sı̄nā doesn’t do this; instead he runs to-
gether the alethic and the 2D formulations, hoping that we can see them as
carrying the same logical information. This is his k

¯
abt. . It was a bad move,

though it was made for insightful reasons.

12.2 E and E-free

When we come to develop a Skolem proof theory for 2D logic, any simpli-
fication of the sentence forms will be welcome. So it’s good to know that
within core 2D logic, the class of inconsistent sets of sentences is unaffected
if we simply delete the relation symbol E. Deleting E means passing to a
different logic, which we define as follows.

Definition 12.2.1 ByE-free two-dimensional logic we mean the following logic
L2d/E . The sentence forms of L2d/E are named the same way as those of
two-dimensional logic L2d, but with ‘/E’ immediately after the avicennan
form, as in (a-t/E), (e-d/E) etc. The corresponding sentences are as in Fig-
ure 12.1 below. If φ is a two-dimensional sentence, we write φ/E for the
corresponding sentence of E-free 2D logic. By core E-free 2D logic we mean
the fragment of E-free 2D logic whose sentences are of the form φ/E with φ
in core 2D logic.

Theorem 12.2.2 (a) The mapping φ 7→ φ/E is a bijection between the sen-
tences of 2D logic and the sentences of E-free 2D logic, and its restriction to
core 2D logic is a bijection between the sentences of core 2D logic and those
of core E-free 2D logic.

(b) Let T be a set of sentences of core 2D logic, and write T /E for {φ/E : φ ∈ T}.
Then T /E is consistent if and only if T ∪ Th(E) is consistent.
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name sentence
(a-d/E)(B,A) (∀x(∃τBxτ → ∀τAxτ) ∧ ∃x∃τBxτ)
(a-`/E)(B,A) (∀x(∃τBxτ → ∀τ(Bxτ → Axτ)) ∧ ∃x∃τBxτ)

(a-m/E)(B,A) (∀x(∃τBxτ → ∃τ(Bxτ ∧Axτ)) ∧ ∃x∃τBxτ)
(a-t/E)(B,A) (∀x(∃τBxτ → ∃τAxτ) ∧ ∃x∃τBxτ)
(e-d/E)(B,A) ∀x(∃τBxτ → ∀τ¬Axτ)
(e-`/E)(B,A) ∀x(∃τBxτ → ∀τ(Bxτ → ¬Axτ))

(e-m/E)(B,A) ∀x(∃τBxτ → ∃τ(Bxτ ∧ ¬Axτ))
(e-t/E)(B,A) ∀x(∃τBxτ → ∃τ¬Axτ)
(i-d/E)(B,A) ∃x(∃τBxτ ∧ ∀τAxτ)
(i-`/E)(B,A) ∃x(∃τBxτ ∧ ∀τ(Bxτ → Axτ))

(i-m/E)(B,A) ∃x(∃τBxτ ∧ ∃τ(Bxτ ∧Axτ))
(i-t/E)(B,A) ∃x(∃τBxτ ∧ ∃τAxτ)

(o-d/E)(B,A) (∃x(∃τBxτ ∧ ∀τ¬Axτ) ∨ ∀x∀τ¬Bxτ)
(o-`/E)(B,A) (∃x(∃τBxτ ∧ ∀τ(Bxτ → ¬Axτ)) ∨ ∀x∀τ¬Bxτ)

(o-m/E)(B,A) (∃x(∃τBxτ ∧ ∃τ(Bxτ ∧ ¬Axτ)) ∨ ∀x∀τ¬Bxτ)
(o-t/E)(B,A) (∃x(∃τBxτ ∧ ∃τ¬Axτ) ∨ ∀x∀τ¬Bxτ)

(a-z/E)(B,A) (∀x(Bxδ → Axδ) ∧ ∃xBxδ)
(e-z/E)(B,A) ∀x(Bxδ → ¬Axδ)
(i-z/E)(B,A) ∃x(Bxδ ∧Axδ)
(o-z/E)(B,A) (∃x(Bxδ ∧ ¬Axδ) ∨ ∀x¬Bxδ)

Figure 12.1: The E-free two-dimensional sentences

(c) The mapping φ 7→ φ/E from 2D sentences to E-free 2D sentences respects
contradictory negation and conversion.

Proof. (a) and (c) are clear.

(b) Let Σ be a 2D signature. We consider models of T as Σ(E)-structures
and models of T /E as Σ-structures.

⇒: This is the conceptual direction; the idea is simply to make E true
everywhere. Let the Σ-structure M be a model of T . Convert M to a Σ(E)-
structure M↓ by putting

(12.2.1) (a, α) ∈ EM↓ if and only if a is an object of M and α a time of M.

Then M↓ is a model of Th(E). Moreover in M↓, every formula ψ(x, τ) is
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equivalent to both (Exτ ∧ψ(x, τ)) and (Exτ → ψ(x, τ)); it follows that M↓

is a model of T .

⇐: This direction is more severely technical and we assume some knowl-
edge of model theory. Let the Σ(E)-structure N be a model of T ∪ Th(E).
For each object a of N , we write E(a,N) for the set of times α such that
(a, α) ∈ EN . By the theory of E, each set E(a,N) is nonempty. Since = is
not in the language, we can add copies of elements without changing what
sentences are true in N . So we can assume that for some cardinal κ, the
time domain of N and all the sets E(a,N) have cardinality κ.

We will analyse how the set of sentences true in N depends on what
is true at single objects. We define a splay on N to be a nonempty family
(Nω : ω ∈ Ω) of Σ(E)-structures such that each Nω has a single object aω,
together with a map iω taking the single object of Nω to an object of N , and
an injective map jω from the time domain of Nω to the time domain of N ,
in such a way that

(a) for each ω ∈ Ω, iω and jω together form an embedding of
Nω in N ;

(b) the object domain of N is the union of the images of the
maps iω (ω ∈ Ω);

(c) jω is bijective between E(aω, Nω) and E(iωaω, N).

REMOVE REDUNDANT COMPLICATIONS.

Claim One. For each object a of N , let Na be the substructure
of N whose object domain is {a} and whose time domain is the
time domain of N . Then the family (Na : a an object of N), with
the identity maps ia and ja, forms a splay on N .

Proof of Claim. This is immediate from the definitions. � Claim One.
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Let Φ be the set of formulas φ(x) of L(Σ(E)) such that

(i) φ(x) has just one free variable x, which is of sort object;

(ii) φ(x) has no quantifiers of sort object; and

(iii) all occurrences of time quantifiers ∃σ in φ(x) are in a con-
text ∃σ(Exσ∧ψ), and likewise all occurrences of quantifiers
∀σ are in a context ∀σ(Exσ → ψ).

Note that the subformulas of a formula in Φ also satisfy (ii) and (iii), and
have no object variables apart from x, though they may have other time
variables.

Claim Two. Suppose M1 and M2 are Σ(E)-structures and (i, j)
is an embedding of M1 in M2 with i mapping the object domain
of M1 into that of M2 and j mapping the time domain of M1

into that of M2. Suppose that for every object a of M1, j maps
E(a,M1) onto E(ia,M2). Let a be an object of M1 and φ(x) a
formula in Φ. Then

(12.2.2) M1 |= φ[a] ⇔ M2 |= φ[ia].

Proof of Claim. We prove the corresponding result for all subformulas of
formulas in Φ, by induction on complexity. The only nontrivial cases are
where the subformula begins with a quantifier; by (ii) this quantifier is of
sort time, and (iii) requires it to be in a certain context. Thus we have

M1 |= ∀σ(Eaσ → ψ(a, σ, β̄))
⇔ M1 |= ψ(a, α, β̄) for all α ∈ E(a,M1)
⇔ M2 |= ψ(ia, jα, jβ̄) for all α ∈ E(a,M1) by ind hyp
⇔ M2 |= ψ(ia, α, jβ̄) for all α ∈ E(ia,M2) by assumption on j
⇔ M2 |= ∀σ(E(ia, σ)→ ψ(ia, σ, jβ̄)).

The argument for ∃σ is closely similar. � Claim Two.

Claim Three. Every core 2D sentence is a boolean combination
of sentences that are equivalent, modulo Th(E), to one of the two
forms ∀xφ(x) and ∃xφ(x) with φ ∈ Φ.

Proof of Claim. One can check this for each of the sentences in Figure
19.1, using (9.1.6). For example ∀τ(Bxτ → Axτ) is equivalent modulo
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Th(E) to ∀τ((Exτ ∧Bxτ)→ Axτ), and hence to ∀τ(Exτ → (Bxτ → Axτ)).
� Claim Three.

Claim Four. Consider a splay (N ′ω : ω ∈ Ω) on a Σ(E)-structure
N ′. Let T ′ be a set of sentences of L(Σ(E)), each of which has
the form either ∃xφ(x) or ∀xφ(x) for some φ(x) in Φ. Then the
following are equivalent:

(a) N ′ is a model of T ′.

(b) Each sentence in T ′ of the form ∀xφ(x) is true in each N ′ω,
and each sentence in T ′ of the form ∃xφ(x) is true in at least
one N ′ω.

Proof of Claim. For each N ′ω, write aω for the unique object of N ′ω.
Assume (a). Then for each object a ofN ′, ifN ′ |= ∀xφ(x) thenN ′ |= φ[a],

so N ′a |= φ[aω] by Claim Three. Hence N ′ω |= ∀xφ(x) since aω is the only
object. If N ′ |= ∃xφ(x) then for some object a, N ′ |= φ[a], so N ′a |= φ[a′ω as
before, whence N ′ω |= ∃xφ(x). This proves (b).

Assume (b). Suppose N ′a |= ∀xφ(x) for all objects a. Then for each ω,
N ′a |= φ[a′ω, soN ′ |= φ[a] by Claim Three. ThenN ′ |= ∀xφ(x). The argument
for ∃xφ(x) is similar. This proves (a). � Claim Four.

Now define T∀ to be the set of all sentences of the form ∀xφ(x) with
φ ∈ Φ which are true in N , and likewise T∃ with ∃xφ(x). If we apply Claim
Four to the splay of Claim One, then we infer that every sentence of T∀ is
true in every Na, and every sentence of T∃ is true in at least one Na.

Now choose any set T of cardinality κ, and for each object a of N ,
choose a bijection ja : E(a,N) → T . Build a Σ(E)-structure N ′ by tak-
ing the object domain of N ′ to be that of N , and the time domain to be T ,
and interpreting the symbols of Σ(E) in N ′ so that each (ia, ja) is an em-
bedding of Na into N ′. Then (Na : a an object of N), with the maps ia, ja, is
a splay on N ′. So by Claims Five and Four, N ′ is a model of T∀ ∪ T∃. Also
by construction EN

′
is the set of all pairs (a, α) where a is an object of N ′

and α is a time of N ′.

Claim Five. N ′ is a model of T .

Proof of Claim. By Claim Four it suffices to show that every sentence of
T∀ is true in every Na, and every sentence of T∃ is true in at least one Na �
Claim Six. But we have already seen that this follows from applying Claim
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Four to the splay of Claim One. � Claim Five.

It has taken us a lot of work to start from a model N of T and finish
up with a model N ′ of T . But the added value is that the relation E holds
everywhere in N ′, and so N ′ is also a model of T /E . Take N↑ to be the Σ-
structure got fromN ′ by ignoringE. ThenN↑ is a model of T /E as required.

�

Corollary 12.2.3 Let Σ be a two-dimensional signature. Then for every Σ(E)-
structure N there is a Σ(E)-structure N ′ which is a model of the same two-
dimensional sentences as N , and is a model of ∀x∀τExτ .

Proof. The proof of Theorem 12.2.2(b) contained a proof of this. �

The proof of Theorem 12.2.2 takes place in an atmosphere close to the
‘guarded formulas’ of Andréka, Németi and Van Benthem [6]. At present
I don’t know whether this fact is significant, or whether guarded methods
would simplify the proof. Be that as it may, an unexpectedly difficult proof
can be an indication that there is a near-counterexample in the wings. In
the present case we get an immediate counterexample if we replace core 2D
logic by the dtz fragment, as follows.

Example 12.2.4 The mood Datisi(d,d,z) is valid in E-free 2D logic, but not
in 2D logic. We can see this easily by writing out the sentences. In E-free
logic,

(12.2.3)
Some sometime-B is a C at all times.
Every sometime-B is an A at all times.
Therefore at time δ some C is an A.

This is clearly valid. But restore the E:

(12.2.4)
Some sometime-B is a C throughout its existence.
Every sometime-B is an A throughout its existence.
Therefore at time δ some C is an A.

This fails, because it could happen that nothing that is sometimes aB exists
at time δ.
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History 12.2.5 Ibn Sı̄nā was certainly aware of difficulties that arise in extend-
ing from core 2D logic to include the (z) sentences. For example at Qiyās iv.2,
193.9–17 he refers to problems which he says made Aristotle unwilling to con-
sider syllogisms with premises that ‘are true at a certain time’. He connects this
with problems about using two-dimensional sentences where the time quanti-
fier has sentence-wide scope; see for example Qiyās i.4, 30.16–31.5; iii.3, 155.1–
8. In fact Qiyās contains a body of material in this area which has never been
analysed—it would be hard to analyse it meaningfully without already having
some understanding of two-dimensional logic.

12.3 The Avicenna-Johnston semantics

Our main target in this section is to demonstrate the mathematical fact that
a semantics proposed by Spencer Johnston [64] for the divided modal syl-
logisms of Jean Buridan is a notational variant of a translation of Buridan’s
syllogisms into the dtz fragment of E-free two-dimensional logic. Implica-
tions of this fact are discussed in [48].

Johnston proposes a Kripke-style semantics for Buridan’s divided modal
syllogisms. He shows that all of Buridan’s claims of validity or invalidity
of moods are supported by this semantics. His Kripke structures have one
difference from our Kripke frames of Section 9.2 above, namely that he in-
cludes an accessibility relation. But since this accessibility relation turns
out to make all worlds accessible to all worlds, we can ignore it here. So I
will use the notation of Section 9.2 rather than Johnston’s notation.

Johnston identifies in Buridan the following eight forms of modal sen-
tence, where A and B are distinct monadic relation symbols:

(12.3.1) A
L
a B, A

M
a B, A

L
e B, A

M
e B, A

L
i B, A

M
i B, A

L
o B, A

M
o B

We will call these Buridan’s divided modal sentences. Johnson also identifies a
further four forms of sentence:

(12.3.2) AaB, AeB, AiB, AoB

which we will call Buridan’s de inesse sentences. We will describe the divided
modal and the de inesse sentences together as Buridan’s sentences. Johnston
proposes necessary and sufficient conditions for a given sentence from ei-
ther of these lists to be true at a given world in a Kripke Σ-frame, where
Σ is a monadic relational signature containing the symbols A and B. His
proposals are as follows.
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Definition 12.3.1 Let Σ be a monadic relational signature andK = (D,W,S, E)
a Kripke Σ-frame. For each relation symbol A in Σ and each world α ∈ W
we define:

(12.3.3)
V K(α,A) = Eα ∩ASα .
MK(A) = {d ∈ D : for some β ∈ W, d ∈ V K(β,A)}.
LK(A) = {d ∈ D : for every β ∈ W, d ∈ V K(β,A)}.

Then we define, for any world α ∈ W and any two distinct relation symbols
A and B in Σ,

K |=α A
L
a B ⇔ MK(A) ⊆ LK(B) and MK(A) 6= ∅.

K |=α A
M
a B ⇔ MK(A) ⊆MK(B) and MK(A) 6= ∅.

K |=α A
L
e B ⇔ MK(A) ∩MK(B) = ∅,

K |=α A
M
e B ⇔ MK(A) ∩ LK(B) = ∅.

K |=α A
L
i B ⇔ MK(A) ∩ LK(B) 6= ∅.

K |=α A
M
i B ⇔ MK(A) ∩MK(B) 6= ∅.

K |=α A
L
o B ⇔ MK(A) 6⊆MK(B) or MK(A) = ∅.

K |=α A
M
o B ⇔ MK(A) 6⊆MK(B) or MK(A) = ∅.

K |=α AaB ⇔ V K(α,A) ⊆ V K(α,B) and V K(α,A) 6= ∅.
K |=α AeB ⇔ V K(α,A) ∩ V K(α,B) = ∅.
K |=α AiB ⇔ V K(α,A) ∩ V K(α,B) 6= ∅.
K |=α AoB ⇔ V K(α,A) 6⊆ V K(α,B) or V K(α,A) = ∅.

In the first eight of these clauses, the α on the left is redundant and can be
omitted.

By inspection of Definition 12.3.1, we see that Johnston assigns, to each
of Buridan’s sentences φ in signature Σ, a set-theoretic formula with vari-
ables for a Kripke frame K and a world α of K. We can adopt a language
which has these set-theoretic formulas as its formulas; in this language any
one of Johnston’s formulas can be said to be satisfied or not satisfied at α in
K. So the formula can be written as φj1(ξ), where ξ is a variable for α; thus

(12.3.4) K |= φj1[α]

is a notational variant of what Johnston’s set-theoretic formula says about
K and α. His intention is that an entailment

(12.3.5) φ1, . . . , φn ` ψ
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between Buridan’s sentences should hold if and only if

(12.3.6)

for every Kripke frame K and world α of K,

K |= φj11 [α], . . . , K |= φj1n [α] ⇒ K |= ψj1[α].

Definition 12.3.2 The mapping φ 7→ φj1(ξ) defined through Definition 12.3.1
above will be called the Johnston semantics.

In Definitions 9.2.3 and 9.2.4 of Section 9.2 above, we defined an opera-
tion K taking two-dimensional structures to Kripke frames, and an opera-
tion J taking Kripke frames to two-dimensional structures. The operations
are mutual inverses, so there is no information lost in either direction. Thus
the Johnston semantics can be paraphrased to be expressed in terms of 2D
structures J (K) rather than Kripke frames K.

Lemma 12.3.3 Let K be a Kripke Σ-structure and N the L(Σ(E))-structure
J (K). Then the notions of (12.3.3) above are definable from N as follows.

V K(α,A) = {a : N |= (Eaα ∧Aaα)}.

MK(A) =
⋃
{V N (β,A) : β a time in N}

= {a : N |= ∃τ(Eaτ ∧Aaτ)}.

LK(A) =
⋂
{V N (β,A) : β a time in N}

= {a : N |= ∀τ(Eaτ ∧Aaτ)}.

This induces translations of the Johnston formulas φj1(ξ) into formulas φj2(ξ) of
L(Σ(E)) as in Figure 12.2 below, with the property that for every Kripke Σ-frame
K and world α of K,

(12.3.7) K |= φj1[α] ⇔ J (K) |= φj2[α].

The proof is straightforward by checking the definitions. �

Although each of Johnston’s formulas is written with a world variable
ξ, in the case of Buridan’s modal sentences the variable is redundant and
can be omitted. In a different sense, theE relation is redundant too, though
its removal goes along very different lines from the results of Section 12.2
above. The key point is that we can incorporate E into the relations A etc.,
because they never occur separately; E occurs only in the context (Exτ ∧
Axτ) for some A, and A occurs only in the context (Exτ ∧Axτ). So we can
reinterpret each A as ‘E and A’, and drop the symbol E.
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(A
L
a B)j2(ξ) ≡ (∀x(∃τ(Exτ ∧Aaτ)→ ∀τ(Exτ ∧Bxτ))

∧ ∃x∃τ(Exτ ∧Axτ)).

(A
M
a B)j2(ξ) ≡ (∀x(∃τ(Exτ ∧Aaτ)→ ∃τ(Exτ ∧Bxτ))

∧ ∃x∃τ(Exτ ∧Axτ)).

(A
L
e B)j2(ξ) ≡ ∀x(∃τ(Exτ ∧Aaτ)→ ∀τ¬(Exτ ∧Bxτ)).

(A
M
e B)j2(ξ) ≡ ∀x(∃τ(Exτ ∧Aaτ)→ ∃τ¬(Exτ ∧Bxτ)).

(A
L
i B)j2(ξ) ≡ ∃x(∃τ(Exτ ∧Aaτ) ∧ ∀τ(Exτ ∧Bxτ)).

(A
M
i B)j2(ξ) ≡ ∃x(∃τ(Exτ ∧Aaτ) ∧ ∃τ(Exτ ∧Bxτ)).

(A
L
o B)j2(ξ) ≡ (∃x(∃τ(Exτ ∧Aaτ) ∧ ∀τ¬(Exτ ∧Bxτ))

∨ ∀x∀τ¬(Exτ ∧Axτ)).

(A
M
o B)j2(ξ) ≡ (∃x(∃τ(Exτ ∧Aaτ) ∧ ∃τ¬(Exτ ∧Bxτ))

∨ ∀x∀τ¬(Exτ ∧Axτ)).
(AaB)j2(ξ) ≡ ∀x((Exξ ∧Axξ)→ (Exξ ∧Bxξ))

∧ ∃x(Exξ ∧Axξ)).
(AeB)j2(ξ) ≡ ∀x((Exξ ∧Axξ)→ ¬(Exξ ∧Bxξ)).
(AiB)j2(ξ) ≡ ∃x((Exξ ∧Axξ) ∧ (Exξ ∧Bxξ)).
(AoB)j2(ξ) ≡ (∃x((Exξ ∧Axξ) ∧ ¬(Exξ ∧Bxξ))

∨ ∀x¬(Exξ ∧Axξ)).

Figure 12.2: Translation of the Johnston semantics

Definition 12.3.4 For each Buridan sentence φ we define φj3(ξ) to be the
same formula as φj2(ξ) but with each conjunction (Exτ ∧ψ) replaced by ψ.
In view of the next Theorem, we call the mapping φ 7→ φj3(ξ) the Avicenna-
Johnston semantics.

Theorem 12.3.5 By a standard model-theoretic device, the statement that an ele-
ment a satisfies a formula φ(ξ) can be translated into a statement that φ(δ) is true,
where δ is a constant symbol whose interpretation is a. We adopt this device, using
the same constant δ as in the (z) sentences of Figure 9.1. The sentences φj3(δ),
as φ ranges through the Buridan sentences, are exactly the sentences of the E-free
dtz fragment. Moreover if T is a set of Buridan sentences and we write T j1 for the
set {φj1(δ) : φ ∈ T} and T j3 for the set {φj3(δ) : φ ∈ T}, then T j1 is consistent
if and only if T j3 is consistent. �

So the Avicenna-Johnston semantics sets up a bijection between the
Buridan sentences and the sentences of the E-free dtz fragment. Johnston’s
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semantic analysis of Buridan’s sentences could equally well have been car-
ried out in the E-free dtz fragment rather than in Kripke structures—the
difference between the two is purely notational.

History 12.3.6 If Johnston had used φj3 instead of φj1, then A in a formula φj3

would stand for something different from A in φj1; in φj3, A would stand for
‘is an A in the j1 sense and is actual’. One thing that this shows is that the
mathematical formalism doesn’t completely pin down the conceptual content.
For example Johnston’s semantics doesn’t by itself throw any light on whether
or not Buridan was operating under a meaning postulate that ‘Everything is in
all cases actual’, because this meaning postulate would make no difference to
which syllogisms count as valid according to the semantics. In the same vein,
the fact that the valid syllogisms of the dt fragment exactly correspond to the
divided modal syllogisms validated by Johnston’s semantics doesn’t entail that
Ibn Sı̄nā’s ‘E’ expresses the same concept as Johnston’s ‘actual’.

History 12.3.7 For the dt fragment in the first three figures, we noted in
(10.3.1)–10.3.3) that Ibn Sı̄nā accepts the following moods:

First Figure: (d, d, d), (d, t, t), (t, d, d), (t, t, t).
Second Figure: (d, d, d), (d, t, d), (t, d, d).
Third Figure: (d, d, d), (d, t, t), (t, d, d), (t, t, t).

Read [16] pp. 41–44 includes a corresponding list of Buridan’s verdicts on va-
lidity of syllogisms whose sentences are all divided modal. (Read lists major
premise before minor; I have adjusted to Ibn Sı̄nā’s convention of putting the
minor first.) According to this list, Buridan accepts the following moods:

First Figure: (L,L,L), (L,M,M), (M,L,L), (M,L,M), (M,M,M).
Second Figure: (L,L,L), (L,M,L), (L,M,M), (M,L,L), (M,L,M).
Third Figure: (L,L,L), (L,M,M), (M,L,L), (M,L,M), (M,M,M).

A comparison shows that Ibn Sı̄nā and Buridan agree with each other (and with
us—no surprise there) about which moods are productive, and about what the
optimal conclusions are. The only difference in the lists is that Buridan lists
some but not all of the non-optimal conclusions. Both Ibn Sı̄nā and Buridan
give proofs, but a direct comparison of these is difficult because Buridan doesn’t
follow the axiomatic style that Ibn Sı̄nā uses.

We will see in Chapters BELOW that Skolem methods give a complete
account of the productive moods and their conclusions in both the dtz frag-
ment and theE-free dtz fragment. So by the route of Theorem 12.3.5 above,
they tell us exactly what moods Buridan should have accepted according
to Johnston’s semantics. But this turns out to be a rather unpractical ap-
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proach. The reason is that the Skolem method requires us to distinguish
several refutation types according to their nominator sentences; for the dtz
fragment in both versions, a dozen or so types are needed. The Orthogo-
nality Principle, Corollary 10.2.4, fails for the dtz fragment both with and
without E (cf. Exercise 12.7 below), and one reason for this is that the dif-
ferent refutation types give differing verdicts on the avicennan forms. The
most practical approach seems to be the one followed by Johnston [64],
namely to list the relevant moods systematically and then test each one for
validity using bare hands. Alternatively a computer program to test the
moods should be within reach of a Masters’ project.

12.4 Exercises

12.1. Show thatE is eliminable in the atnd+z fragment. Hint: Consider
the equivalences (9.1.6).

12.2. Prove: Let T be a core two-dimensional theory. If every connected
component of T is two-dimensional consistent then T is two-dimensional
consistent. [Exercise 3.11 doesn’t serve as it stands, because it requires that
the only relation symbols that occur in the sentences are their subject and
predicate symbols, a condition not met when E appears.]

Solution. But the proof is not essentially different. We use Theorem
12.2.2(b) to restrict to the case where E is true everywhere in the models
Mi involved, and then E is no barrier to combining these Mi into a single
structure.

12.3. Theorem 12.2.2(b) left to right holds for all 2D sentences; show
this. Also determine the entailments between pairs consisting of an E-free
core and an E-free (z).

12.4. By Theorem 12.2.2, the E-free analogue of Theorem 9.3.1 holds.
Show that Theorem 9.3.2 also transfers to the E-free case.

Solution. Entailments between pairs of (z) sentences are unaffected
since every (z) sentence is equal to its E-free counterpart. For the rest:
COMPLETE.

12.5. ON TWO INCOMPARABLE OPTIMAL CONCLUSIONS. Buri-
dan offers Cesare(d,z,t) and Cesare(d,z,z). (Read [16] p. 42.) Discuss. (See
Exercise 9.3 above.)
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Solution:

Every sometime-C is always a B, and there is a sometime-C;
no A-now is a B-now.
Therefore no sometime-C is always an A.
OR: Therefore no C-now is an A-now.

In the dtz fragment this translates to:

Every sometime-C is a B all the time it exists, and there is a
sometime-C;
no A-now is a B-now.
Therefore no sometime-C is an A all the time it exists.
OR: Therefore no C-now is an A-now.

In this version the first conclusion fails, but the second still holds.

12.6. Verify:

(a) (i-z)(D,C), (a-d)(C,B), (a-z)(B,A) ` (a-z)(C,A) is valid.

(b) (i-z/E)(D,C), (a-d/E)(C,B), (a-z/E)(B,A) ` (a-z/E)(C,A) is valid.

(c) (a-d)(C,B), (a-z)(B,A) ` (a-z)(C,A) is invalid. (This is Barbara(d,z,z).)

(d) (a-d/E)(C,B), (a-z/E)(B,A) ` (a-z/E)(C,A) is invalid. (This is E-
free Barbara(d,z,z).)

(e) (a-d)(C,B), (e-z)(B,A) ` (e-z)(C,A) is valid. (This is Celarent(d,z,z).)

(f) (a-d/E)(C,B), (e-z/E)(B,A) ` (e-z/E)(C,A) is valid. (This is E-free
Celarent(d,z,z).)

Draw the subject-predicate digraph of the antilogism of (a).

Solution. (a) Suppose some object a is a D now and a C now. It follows
that there is an A now (the augment of the conclusion). Let b be any object
that is a C now. Then by the theory of E, b exists now, so by the second
premise, b is a B now, and hence by the third premise, b is an A now.

(b) The proof is the same as for (a), except that there is no need to verify
that b exists now.

(c) and (d): Nothing in the premises requires that any object is a C now,
so we can’t deduce the augment of the conclusion.
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(e) Let b be any object that is a C now. Then by the theory of E, b exists
now, so by the first premise, b is a B now. Therefore by the second premise,
b is an A now.

(f) The proof is the same as for (e) except that there is no need to verify
that b exists now.

12.7. Buridan claims ([16] p. 44) that

(B
M
i C), (BaA) is unproductive, but

B
M
a C), (BiA) ` (C

M
i A is valid.

(a) Use the Avicenna-Johnston semantics to translate Buridan’s claims
into claims about premise-sequences in the E-free dtz fragment, and
verify these claims.

(b) Show from (a), or otherwise, that the Orthogonality Principle, Corol-
lary 10.2.4, fails for the E-free dtz fragment.

Solution. (a) The Avicenna-Johnston semantics translates the first claim
to the claim that

<(I-t/E)(B,A), (a-z/E)(B,A)> [C,A] is sterile.

The first premise says that some sometime-B is a sometime-A, and the sec-
ond premise says that there is a B-now and every B-now is an A-now. But
there could be a sometime-B that is not aB-now, so the two premises fail to
connect and hence are sterile. OR COULD GIVE A PROOF OF STERILITY
BY PSEUDOCONCLUSIONS.

The Avicenna-Johnston semantics translates the second claim to the claim
that

<(a-t/E)(B,C), (i-z/E)(B,A)> [C,A] B (i-t/E)(C,A).

The first premise says that some object is a sometime-B and every sometime-
B is a sometime-C; the second says that some object a is a B-now and
an A-now. It follows that a is a sometime-C and a sometime-A, so the
premise-sequence is productive and entails (i-t)(C,A). But EASY COUN-
TEREXAMPLES show that it doesn’t entail any of (a-t)(C,A), (i-z)(C,A)
or (i-d)(C,A).
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(b) In both premise-sequences the assertoric projections of the premises
form a productive assertoric premise-pair (respectively Datisi and Disamis,
and the avicennan forms agree in both cases, but the second premise-pair
is productive and the first is not. Hence Orthogonality fails for the E-free
dtz fragment.

(c) By Exercise 12.1, both premise-sequences lie in a fragment where the
presence or absence of E is irrelevant to logical entailments, so the same
examples show that Orthogonality fails also for the dtz fragment.
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Chapter 13

Remainder of 2D logic

These chapters contain the mathematical theory to support the claims of
Part III. The work is done, but I haven’t included it in this draft because it
needs some shaking down.
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Part IV

Propositional
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Chapter 14

Propositional logic

As for us, without seeking any help
we worked out all the syllogisms that
yield propositional compound goals,

and this without needing to reduce
them to predicative syllogisms;

and we enumerated all the
propositional compound propositions.
We invite those of our contemporaries

who claim to practise the art of logic
to do likewise,

and to compare all of their findings
to all of ours.

Ibn Sı̄nā, Masā’il 103.12–14

14.1 Propositional logic?

In Books v–viii of Qiyās, Ibn Sı̄nā moves away from the temporal and modal
sentences that he has studied in Books ii–iv, and discusses what modern
writers have called ‘Propositional logic’ (as in the title of Shehaby’s transla-
tion [93]). That’s a convenient name, but it might be only partially correct.
The sentences under consideration are Arabic sentences formed by com-
bining other Arabic sentences, rather than by combining terms as with the
assertoric sentences. But the forms of composition are not necessarily ones
that we would recognise today as propositional. For example many of them
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translate into English as

(14.1.1) Whenever p then q.

so that the sentence as a whole is in the scope of a universal quantifier over
times.

History 14.1.1 When Ibn Sı̄nā illustrates a point with an example like

At a time when humans exist, two is even too.

(Qiyās 235.7f in Book v), it’s perverse not to think of examples that he used
earlier in Qiyās with a wide-scope quantification over time, such as at Qiyās
193.12:

There is nothing to prevent its being true at some time that
every moving thing is a human.

At Qiyās 143.13 Ibn Sı̄nā says that he knows of no followers of Aristotle who
adopted wide-scope time quantification; he implies that one should avoid it
in expositions of Peripatetic modal logic. But Books v–viii of Qiyās are not an
exposition of modal logic, and evidently Ibn Sı̄nā feels free to be more experi-
mental here.

So at least some of the contents of Qiyās v–viii is a development of his
two-dimensional logic in a new direction. We should aim to read Qiyās as
a unity, bound together by the two-dimensional logic of Book i.

But certainly there are other strands. Just as Books ii-iv owe much of
their content to Aristotle’s alethic modal logic, so Books v–viii contain ma-
terial that goes back to earlier Peripatetic ideas about ‘conditional’ (šart. ı̄)
propositions. In the Arabic texts our best source for this material before Ibn
Sı̄nā is the Categories [4] of Al-Fārābı̄. What follows is a summary of some
relevant parts of Al-Fārābı̄’s presentation there. I use Dunlop’s translations
[23] pp. 50–52.

Al-Fārābı̄ describes the topic as al-mutalāzimāni, which probably means
‘pairs of propositions that are inferentially related’; later he introduces the
notion al-mutacānidāni, which must mean ‘pairs of propositions that are in
conflict with each other’. He gives several examples. Each of them consists
of a single sentence with two subclauses, and the subclauses represent the
pair of propositions that have the relationship in question.
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For the ‘inferentially related’ he offers

(14.1.2)

(i) If Zaid comes, cAmr departs.

(ii) When Sirius rises in the morning, the heat will be severe
and the rains will cease.

(iii) When man exists, animal exists necessarily.

(iv) If this number is even, it is not odd.

Dunlop translates (iii) literally, but Al-Fārābı̄ may have in mind a sentence
of the form ‘If X is human then X is an animal’. A reference to ‘the rising
of the sun and its being day’ ([4] 127.13, missing in Dunlop) must indicate
the well-known example

(14.1.3) (v) When (or if) the sun is up, it’s day.

For the ‘conflicting’ pairs Al-Fārābı̄ offers no examples, but his discussion
of (iv) above implies that it paraphrases a conflicting pair as in

(14.1.4) (vi) Either this number is even or this number is odd.

Al-Fārābı̄ tells us that the sentences expressing the inferential relation are
muttas. il, literally ‘connected’, and the sentences expressing conflict are mun-
fas. il, literally ‘separated’.

Al-Fārābı̄ makes no suggestion that all the muttas. il sentences have the
same logical features, or all the munfas. il. On the contrary, his main efforts
go into cataloguing the different types. He has two main principles of clas-
sification. One is by the inferences that these sentences enter into. For ex-
ample he believes that all muttas. il sentences ‘When (or if) p then q’ support
the inference

(14.1.5) When p then q. p. Therefore q.
When p then q. Not q. Therefore not p.

But only some of them support the inferences in the other direction:

(14.1.6) When p then q. q. Therefore p.
When p then q. Not p. Therefore not q.
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He describes the ones that are symmetrical (yatakāfa’āni) in this way as
‘complete’ (tāmm), and the others as ‘not complete’. Likewise all munfas. il
sentences ‘Either p or q’ support the inferences

(14.1.7) Either p or q. p. Therefore not q.
Either p or q. q. Therefore not p,

But only some of them support the opposite inferences

(14.1.8) Either p or q. Not p. Therefore q.
Either p or q. Not q. Therefore p.

Again he distinguishes the ones that support the opposite inferences as
‘complete’ (tāmm).

The second principle of classification is in terms of the source of the
inference. Here he is a little vague, but broadly he distinguishes those cases
where ‘If p then q’ is true ‘essentially’ (bil d

¯
āt), for example where p being

true causes q to be true, and those cases where in some sense the relation
holds ‘accidentally’ (bil carad. ).

He also distinguishes those cases where the relationship holds ‘for the
most part’ (calā l-’akt

¯
ar) from those where it holds always. Curiously he

allows that some ‘essential’ relations hold only for the most part.
Al-Fārābı̄’s whole discussion of these sentences is rather rough-hewn.

When the muttas. il sentence means ‘whenever’ rather than ‘if’, (14.1.5) could
stand for any of several inferences, for example:

(14.1.9)

• Whenever the sun is up it’s day. The sun is up now. There-
fore it’s day now.

• Whenever the sun is up it’s day. Sometimes the sun is up.
Therefore sometimes it’s day.

• Whenever the sun is up it’s day. The sun is often up. There-
fore it’s often day.

• Whenever the sun is up it’s day. The sun is always up.
Therefore it’s always day. (Valid!)

Al-Fārābı̄ shows no inclination to distinguish between these inferences. In
this sense he is blind to the fact that some of his muttas. il sentences contain
a universal quantifier over times.
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Al-Fārābı̄ has further remarks on these sentences in his Syllogism [5].
Ostensibly he develops their proof theory. But this expectation is disap-
pointed; there is no further development. The proof rules are just those
already given in [4], except that in the munfas. il sentences he now allows
a disjunction of more than two clauses. This seems to me to indicate that
we shouldn’t expect anything new about formal propositional logic in his
missing longer commentary on the Qiyās, if it ever comes to light.

Al-Fārābı̄ explains in Qiyās one curious piece of terminology that he
uses for inferences like (14.1.5) or (14.1.6). In Arabic grammatical terminol-
ogy an ‘exception’ (istit

¯
nā’) is an expression like

(14.1.10)
All my brothers came except Zayd.

The sense is to exclude Zayd from the list of my brothers who came, and
limit the list to ‘the remainder’ (al-bāqı̄). The word translated as ‘except’,
usually ’illā, is called a ‘particle of exception’ (h. arfu l-istit

¯
nā’). Apparently

Al-Fārābı̄ saw an analogy with inferences like

(14.1.11)
This body is animal, vegetable or mineral.
Except that this body is not mineral.
Therefore this body is animal or vegetable.

So he called this kind of inference an istit
¯
nā’, and he described the clause

‘This body is mineral’ as the ‘excepted’ (mustat.nā). The analogy is thin; in
the linguistic case the original statement is corrected by the exception, but
the mustat.nā doesn’t in any sense correct the munfas. il premise. For muttas. il
there is no convincing analogy at all.

History 14.1.2 Ibn Sı̄nā took over the terminology of istit
¯
nā’. Fortunately there

is a reading of it that saves us the embarrassment of Al-Fārābı̄’s weak analogy,
and may well have been how Ibn Sı̄nā himself saw it (though we have no way
of checking this). Etymologically istit

¯
nā’ can be read as ‘taking twice’, so we

can speak of inferences like (14.1.5) or (14.1.6) as duplicative because a part of
the muttas. il or munfas. il sentence is ‘duplicated’ by the second premise. In Ibn
Sı̄nā’s usual terminology the sentence is duplicated either as cayn ‘the same’ or
as naqı̄d. ‘contradictory negation’, and likewise the conclusion.

Kamran Karimullah’s recent excellent survey [66] of Al-Fārābı̄’s views
on ‘conditionals’ studies very different issues from the ones considered
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above. But where we do converge on the same questions, we seem to give
compatible answers too. Thus ‘Strictly speaking Alfarabi cannot be said
to propound a proper logical doctrine of conditional propositions’ (p. 212),
‘. . . for Alfarabi, there is no single “correct” reading of conditionals of the
form ‘if P, then q’. Rather, the sort of implication expressed by conditional
sentences, divided according to the weakness of strength of the connection
between the antecedent and consequent, depends crucially on the argu-
mentative context in which the conditional is deployed’ (p. 242f).

We need translations for muttas. il and munfas. il. This is a fairly standard
contrasting pair in Arabic, and Shehaby’s [93] ‘connective’ and ‘separative’
is a very acceptable translation in general. But it gives no indication of the
logical content. Rescher [88], followed by Ahmed [2], went straight to logic
and used ‘conjunctive’ and ‘disjunctive’. ‘Disjunctive’ is fine for Al-Fārābı̄’s
munfas. il sentences, but we will see that it doesn’t work for Ibn Sı̄nā’s use
of the term. ‘Conjunctive’ for Al-Fārābı̄’s muttas. il is wrong; these sentences
are not conjunctions at all. Ibn Sı̄nā will introduce (o) muttas. il sentences
which do contain a conjunction, but in fact his (i) munfas. il sentences con-
tain a conjunction too. I doubt that there are translations that work for all
purposes. I will use meet-like for muttas. il and difference-like for munfas. il. The
logical terms meet/difference are a good match for the Arabic was. l/fas. l (dif-
ferentia comes into Arabic as fas. l), and the ‘-like’ establishes a safe distance
between the two Arabic words and any precise logical meaning.

14.2 Qiyās vi.1: meet-like syllogisms

In Qiyās vi.1 Ibn Sı̄nā extends the class of muttas. il (meet-like) sentences so
that they fall into four forms like the assertoric sentences: (a), (e), (i) and
(o). As with the assertorics, these letters are not Ibn Sı̄nā’s own names;
rather he describes the (a) sentences as ‘universal affirmative’, and likewise
with the other three forms.

Definition 14.2.1 The meet-like propositions thus form a subject-predicate
logic in the sense of Definition 3.1.5, except that they have clauses in place
of terms. We write the four forms as (a,mt), (e,mt), (i,mt) and (o,mt)
(where mt is for muttas. il). Thus (a,mt)(p, q) is the meet-like (a) sentence
with first clause p and second clause q. The first clause is also called the
antecedent (muqaddam) and the second is called the consequent (tālı̄). But one
should be wary of these two expressions, because the relationship between
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the first and second clauses may not be what you would expect of an an-
tecedent and a consequent.

History 14.2.2 We are writing p, q for the clauses. Ibn Sı̄nā almost never uses
variable letters for propositions (Qiyās 544.18f is a rare counterexample). In-
stead he writes the clauses in a short assertoric style, for example ‘C is D’.
Should we assume that he intends all the clauses to be assertoric? In some
places he explicitly says he does, for example when he talks of ‘difference-like
propositions formed from predicative propositions’ (Qiyās 361.7). But often the
nature of the clauses seems to us irrelevant to the arguments that he is studying,
and Qiyās vi.1 is a case in point. He says at Qiyās 296.2 that ‘A is a B’ can stand
for any predicative proposition; but does he mean permissively that it doesn’t
have to be literally ‘A is B’, or does he mean restrictively that it must be pred-
icative? An instance that supports the permissive reading is at Qiyās 301.13,
where he specifies a particular situation—or perhaps a class of situations—for
an ecthetic argument. He specifies it by a sentence ‘A is B’. But the context
gives not the slightest reason to believe that the situation is describable by a
predicative sentence, so at least here the ‘A is B’ seems to be a pure proposi-
tional variable. But one should note that Ibn Sı̄nā sometimes uses the forms of
the clauses to control the sentence form; for example in Qiyās vi.2 he lets the
fact that the clauses in a disjunction are affirmative be an indication that the
disjunction is exclusive.

Ibn Sı̄nā explains that each of his meet-like sentences has two clauses,
which can be referred to as ‘terms’ (Qiyās 295.7). So a pair of meet-like
sentences with one term in common will fall into one of the predicative
‘figures’ (Qiyās 295.7). Disregarding the fourth figure as we did with the
predicative syllogisms, we can ask whether a pair of meet-like sentences in
a figure yields a consequence of the appropriate form, just as with assertoric
syllogisms. Ibn Sı̄nā answers this question positively, and sets the facts out
in detail.

His account of the valid moods for these sentences is point for point
the same as the account he gave for assertoric syllogisms. Not only does
he count exactly the analogous moods as valid, but he gives the same jus-
tifications in terms of conversion, contraposition and so on. This is docu-
mented in detail in Appendix A below, which catalogues the moods and
justifications given for the asserorics in Najāt, Qiyās (ii for assertoric, vi for
meet-like), Dānešnāmeh and Išārāt. At Qiyās 295.10f he gives the same gen-
eral productivity conditions as he gave for the assertorics. The conclusion,
which Ibn Sı̄nā leaves the reader to draw, is that the syllogistic logic of
meet-like sentences obeys exactly the same rules as those of assertoric syl-
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logisms.
This is a startling piece of work. I make a sequence of numbered com-

ments on it.

1. One effect of extending the class of meet-like sentences to include all
four types (a), (e), (i) and (o) is that the class is now closed under contra-
dictory negation. This severs the link between meet-like sentences and the
notion of a ‘conditional’ sentence. The contradictory negation of a sentence
of the form ‘If . . . then’ is not of this form, or of any form like it.

This raises a question about how we should understand the name šart. ı̄,
literally ‘conditional’, when it is used for the sentences studied in propo-
sitional logic. Ibn Sı̄nā is ahead of us on this. In Mašriqiyyūn 61.7–12 he
points out first that ‘conditional’ is more appropriate for the meet-like sen-
tences than for the difference-like ones (and here he must mean those of the
Farabian logic of the previous section rather than his own expanded meet-
likes). He suggests that šart. ı̄ should be understood as referring to sentences
containing subclauses that don’t have a truth value. The suggestion is not
straightforward, but here is not the right place to discuss it. My guess is
that he chiefly means sentences containing subclauses that are not under-
stood as being asserted when the sentence is asserted. I count this as partial
support for translating šart. ı̄ as ‘propositional compound’, which I will do.

2. For Ibn Sı̄nā, logic handles sentences in a natural language. So he
needs to have Arabic sentence forms that express his four kinds of meet-
like sentence. The four forms that he generally uses are as follows:

(14.2.1)

(a,mt) kullamā kāna p fa q.

(e,mt) laysa albatta ’id
¯

ā kāna p fa q.

(i,mt) qad yakūnu ’id
¯

ā kāna p fa q.

(o,mt) laysa kullamā kāna p fa q.

These formulations have some curious features that Arabic scholars will
want to take note of. The form for (o) is simply the form for (a) with an
initial sentence negation laysa. But (e) and (i) have a different pattern. The
laysa at the beginning of (e) can’t have scope the whole sentence; in fact the
only item negated is the final q, so laysa has been raised a long way from its
logical position.



14.2. QIYĀS VI.1: MEET-LIKE SYLLOGISMS 253

History 14.2.3 In fact I haven’t yet found any examples of the phrase laysa al-
batta (‘not ever’) in the literature outside Qiyās. This strongly suggests that Ibn
Sı̄nā is now abandoning the position, which had guided him in his predicative
logic, that logicians should study the forms of expression actually used in the
relevant scientific communities. He indicates something of the sort in Išārāt im-
mediately before he introduces the form of meet-like logic that runs parallel to
the assertorics: ‘We will mention some of these [propositional] syllogisms, but
we will avoid those that are not close to our natural [ways of thinking]’ (Išārāt
157.3, /432d/); cf. Najāt 84.12 ‘[these forms of argument are] very remote from
our natures’. In effect he adopts a form like that for (e) above as a piece of
technical vocabulary.

History 14.2.4 A curious feature of the (i) form is that Ibn Sı̄nā manages to
introduce ‘when’ (’id

¯
ā) in such a way that its logical context is not ‘When p then

q’. In English we can render his phrase as ‘It can be, when p, that q’—which
means that it can be the case that p and q. Readers interested in the formal
semantics of this usage might note the analysis of a similar sentence in Schubert
and Pelletier [90] p. 218. Evidently Ibn Sı̄nā wants to keep ‘when’ in the forms
even where it is not logically appropriate. Did he really think he had to sneak
in a ‘when’ to keep the Peripatetics happy, or did he take this as an entertaining
mental challenge?

3. A modern logician might aim to explain the fact that meet-like logic
follows the rules of assertoric logic by reducing one to the other. There
is a natural way to do this, as George Boole taught us ([13] pp. 162–164).
Paraphrase the four meet-like sentences as follows:

(14.2.2)

(a,mt) Every time when p holds is a time when q holds.

(e,mt) No time when p holds is a time when q holds.

(i,mt) Some time when p holds is a time when q holds.

(o,mt) Not every time when p holds is a time when q holds.

Under these paraphrases, the four sentences are simply assertoric sentences,
so they automatically follow the rules of validity for assertorics. Strictly it
still should be checked that they follow no other rules.

Unlike Boole, Ibn Sı̄nā shows no sign whatever of going down this road.
His claim is always that the meet-like sentences are ‘in analogy with’ (calā
qiyās, Najāt 83.7,9) the assertorics, or that they satisfy ‘the same’ (wāh. id,
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Najāt 83.7; mit
¯
l, Qiyās 296.1) conditions, or that they ‘take the same form’

(calā hay’a, Qiyās 295.7), or that they are ‘as the predicatives’ (ka, Išārāt 157.6,
/432d/). It will not do to say that Ibn Sı̄nā lacked the knowhow or the
inclination to spell out a reduction, because we will see in the next section
that he precisely reduces his difference-like logic to his meet-like logic, by
spelling out how to paraphrase the former into the latter.

History 14.2.5 Ibn Sı̄nā’s name for reduction by paraphrase is rujūc. Thus he
talks of reduction of third figure syllogisms to first figure by conversion, Qiyās
111.1, 302.12; reduction of contingency statements from affirmative to negative
or vice versa, Qiyās 174.16; reduction of difference-like propositions to meet-
like, Qiyās 305.10; reduction of affirmative to negative meet-like propositions,
or vice versa, by metathesis, Qiyās 366.2, 508.10; reduction of syllogisms by
absurdity to direct syllogisms, Qiyās 451.14f. This is only a sample of the places
where he uses the notion of rujūc. But he never applies it to ‘reducing’ meet-like
syllogisms to assertoric ones.

ALSO NOTE REFERENCES ON radd. THERE ARE ONE IN QIYAS
AND ONE IN MUKHTASAR THAT COULD BE RELEVANT.

In short, Ibn Sı̄nā’s position with meet-like syllogisms is that they obey
the same rules (qawānı̄n) as the assertoric ones. The qawānı̄n in question are
those that he spells out in Qiyās vi.1, for example the conditions of produc-
tivity and the specific rules for each mood. This is a more radical position
than the claim that meet-like logic ‘reduces to’ assertoric logic. The rad-
ical feature is that Ibn Sı̄nā offers, presumably for the first time in logic,
two different forms of logic that obey the same formalism. Of course all
logic from Aristotle onwards has used variables that are interpreted differ-
ently in different arguments. The radical new feature here is that Ibn Sı̄nā
interprets the logical notions differently; for example he switches from an
object quantification expressed by ‘every’ to a time quantifier expressed by
‘whenever’. Here we reach the point that we anticipated in Chapter ch:11
above.

How could Ibn Sı̄nā come to such a position, if not by reducing the
meet-like sentences to assertoric ones? He doesn’t tell us. But earlier I
pointed to a likely route: having extended assertoric logic to two-dimen-
sional logic, he noticed that the time quantification could be used to play
the same role that the object quantification plays in the assertorics. So he
noticed a formal symmetry rather than a reduction.

Another possible source is Peripatetic discussion of possibility sentences
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(calā sabı̄li l-’imkān) like

(14.2.3) If this is an animal then it can be human.

(Qiyās 397.16.) Ibn Sı̄nā could have experimented with ways of making
sense of such a sentence, as for example ‘There is a possible situation in
which this is an animal and this is human’. This could have reinforced his
rearrangement of two-dimensional sentences by giving him some relevant
raw material.

History 14.2.6 In this context, Qiyās 398.3 in viii.1 is one of the few places in
Qiyās where Ibn Sı̄nā mentions the notion of substance, jawhar. The notion is
mentioned as defining one kind of possibility (‘possibility in terms of the mind
and not in terms of the facts’, ’imkān bi-h. asabi l-d

¯
ihni lā bi-h. asabi l-’amr). There

is a similar use of jawhar at Qiyās 235.8, listing types of relation of ‘following’
(luzūm). At Qiyās 22.3 jawhar is mentioned as an alternative name for essence
(d
¯

āt); this seems to be a Farabian usage. All the other references to jawhar in
Qiyās are in connection with the matters of particular examples: 61.5–10, 106.7,
308.9–309.3, 317.2f, 450.6, 469.7–471.13, 508.11f, 544.5f.

4. The validity of the moods Darapti and Felapton rests on the fact that
(a) sentences carry an existential augment. In fact for both of these moods
Ibn Sı̄nā offers a justification that depends on converting (a,mt)(p, q) to
(i,mt)(q, p) (Qiyās 302.12, 303.1), a conversion that doesn’t work without
an existential augment on the (a) sentence. So in Qiyās vi.1 Ibn Sı̄nā is sup-
posing that (a,mt) sentences carry the analogue of the existential augment;
in other words, (a,mt)(p, q) is taken as false unless there is a time at which
p is true. (See Movahed [79] for another angle; Movahed argues that this
supposition is a mistake on Ibn Sı̄nā’s part.)

Readers of Ibn Sı̄nā’s propositional logic easily get the impression that
Ibn Sı̄nā is careless about existential augments, and that he has no prin-
cipled rule for including or excluding them. But arguably it’s unwise to
assume from the start that he has no rule. He does refer to the existential
augment on (a,mt) sentences in several places, so it is certainly not below
the level of his radar. Thus for example at Qiyās 337.6 he spells out the
existential augment (‘the condition that the first clause is one that can be
true’). At Qiyās 368.14–17 he says that two (a,mt) sentences with contra-
dictory second clauses (and, presumably, the same first clause) are pairwise
contrary ‘potentially’ (fı̄ quwwa, Shehaby [93] p. 168 translates ‘can be con-
sidered as’)—but they are only contrary with the augment. I read Qiyās
263.7 as saying explicitly that (a,mt)(p, q) commits us to there being some
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time at which p holds; but I note that Shehaby [93] p. 62 reads the passage
differently.

5. Intertwined with the discussion of the four sentence forms, this sec-
tion contains some remarks about the classification of meet-like sentences
as ittifāqı̄ or luzūmı̄ (e.g. Qiyās 298.2). This looks like a relative of Al-Fārābı̄’s
distinction between propositional compounds that hold ‘accidentally’ and
those that hold ‘essentially’, or maybe an attempt to give some formal con-
tent to that distinction. The word luzūmı̄ is from luzūm, ‘entailment’ or
‘following’. It will be wise to hold back on translating the word ittifāqı̄ until
we see what Ibn Sı̄nā does with it.

In Qiyās 297.8–14 Ibn Sı̄nā discusses meet-like sentences that are true for
reasons of ittibā’ as opposed to luzūm. He clearly means ittifāq (e.g. at Qiyās
298.2,10), and possibly the text should be amended. The sentences that he
describes as true by ittibā’ are, if I read him right, meet-like sentences of
the form (a) that are taken to be true because their second clause is true.
He observes that if φ is a sentence with this property, and we use φ as a
premise in a syllogism whose conclusion is the second clause of φ, then the
syllogism has added no new information and is redundant. This comment
makes logical sense if we suppose that he is describing a sequence of steps
in an argument, where two consecutive steps are

(14.2.4)

Always q
Step one

Always p Always if p then q
Step two

Always q

He is saying that these two steps can be left out without loss of information.
It’s worth remarking that this elimination has the same form as the ‘reduc-
tions’ that Dag Prawitz uses for normalising natural deduction proofs (see
his [81] pp. 35–38, particularly the rule at the top of page 37). But of course
Ibn Sı̄nā has no apparatus of formal derivations; he is merely remarking
that the combination of these two steps is pointless.
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History 14.2.7 In this passage it seems that Ibn Sı̄nā understands an ittifāqı̄ sen-
tence (a,mt)(p, q) to be one which is taken to be true on the basis that ‘Always
q’ is true. If so, then describing an (a,mt) sentence as ittifāqı̄ has nothing to do
with the meaning of the sentence; it refers to the way the sentence has been in-
troduced in an argument. When he moves on to (e,mt) sentences, he speaks of
these as ‘denying the ittifāq’ (sālibata l-muwāfaqa, Qiyās 299.4); though the facts
are not completely clear, he can be read as saying that a sentence (e,mt)(p, q)
‘denies the ittifāq’ if it is taken as true on the grounds that q is always false. If
these readings are correct, then ittifāq has to mean something like ‘agreement
with the assumed facts’. This is plausible, because ‘agreement’ is one of the
common meanings of ittifāq in Arabic. But ittifāq can also mean accident or co-
incidence, and on this basis Ibn Sı̄nā’s ittifāqı̄ has often been taken as referring
to a ‘chance connection’ between the two clauses. One should look through Ibn
Sı̄nā’s concrete examples. To my eye they overwhelmingly support the account
given above; ‘chance’ is irrelevant to them. The one example difficult for the ac-
count above is at Qiyās 405.14; I think this is an accident of terminology, and for
this particular example Ibn Sı̄nā is saying that a certain sentence is true because
of an agreement (ittifāq) between the two people mentioned. The example works no
better for the ‘chance’ interpretation than any of his other examples do.

There are also references in this section to meet-like sentences that are
luzūmı̄. As far as I can see, the notion has no formal content at all; the
sentences that are luzūmı̄ don’t obey or fail to obey any rules as a result of
being luzūmı̄. Possibly Ibn Sı̄nā is using the expression just to mean ‘not
ittifāqı̄’. At Qiyās 306.6 (in vi.2) he says that a conclusion is luzūmı̄ ‘because’
it follows validly from the premises.

14.3 vi.2: mixed meet-like and difference-like syllo-
gisms

In the next section of Qiyās, section vi.2, Ibn Sı̄nā moves on from meet-like
syllogisms; now he considers syllogisms where one of the premises is meet-
like and the other is difference-like. Just as with the meet-like sentences in
section vi.1, he expands the class of difference-like sentences so that each of
them has one of the forms (a), (e), (i) and (o), and the class is closed under
taking contradictory negations.

Definition 14.3.1 Here we have another subject-predicate logic. We write
the four sentence forms of this logic as (a,mn), (e,mn), (i,mn) and (o,mn)
(where mn is for munfas. il).
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Again Ibn Sı̄nā has to introduce Arabic expressions to represent these
four forms. His preferred expressions are as follows:

(14.3.1)

(a,mn) dā’iman ’immā ’an yakūna p ’aw q.

(e,mn) laysa albatta ’immā p wa-’immā q.

(i,mn) qad yakūnu ’immā ’an yakūna p ’aw q.

(o,mn) laysa dā’iman ’immā p wa-’immā q.

Here (a) reads ‘Always either p or q’ and (o) reads ‘It is not the case that
always either p or q’. I won’t offer translations of the Arabic (e) and (i) sen-
tences because I don’t believe they make enough sense in Arabic to justify
any translation. If anybody tells you otherwise, get him or her to tell you
exactly what they do mean and then compare with the meanings that we
extract below from Ibn Sı̄nā’s text.

History 14.3.2 The point made in History 14.2.3 above holds here with even
greater force. The expressions for (e,mn) and (i,mn) can only be regarded as
the equivalent of a pair of technical symbols. I thank Amirouche Moktefi for
raising this issue.

Ibn Sı̄nā justifies his mixed meet-like/difference-like syllogisms by trans-
lating the difference-like premises into meet-like ones, drawing a conclu-
sion in meet-like logic, and then offering a translation of the conclusion
back into a difference-like sentence. As a result of this approach, he gives
us in Qiyās vi.2 a large number of translations of difference-like sentences
into meet-like ones, and a large number of translations in the opposite di-
rection too. These provide us with plenty of information for inferring what
he takes the difference-like forms to mean. Besides the translations, there
are other clues that we can use. For example it’s a virtual certainty that

(14.3.2)
(a,mn) and (o,mn) are contradictory negations of each other,
and (e,mn) and (i,mn) are contradictory negations of each other.

(In fact Ibn Sı̄nā tells us at Qiyās 381.7, 381.16 and 382.15 that (e,mn) is the
contradictory negation of (i,mn).) Also, given the origins of the difference-
like sentences in disjunctions, it would be very surprising if we didn’t have:
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(14.3.3)
(a,mn) is symmetric in the sense that (a,mn)(p, q) and
(a,mn)(q, p) are logically equivalent.

In these translations, Ibn Sı̄nā frequently negates either the first or the sec-
ond clause.

Definition 14.3.3 We write (a,mn) for the (a) form of difference-like sen-
tence. With first clause p and second clause q, this form yields the sentence
(a,mn)(p, q). We write p̄ for the negation of the clause p; negation of clauses
as opposed to whole sentences is called metathetic negation. So for exam-
ple (a,mn)(p̄, q̄) means the difference-like sentence of form (a) whose first
clause is the metathetic negation of p and whose second clause is the meta-
thetic negation of q. Similarly with the forms (e,mn), (i,mn) and (o,mn).

History 14.3.4 In cIbāra ii.1 Ibn Sı̄nā distinguishes two kinds of ‘negation’ (salb)
of an assertoric sentence of the form (a)(B,A), neither of them being contradic-
tory negation. The first kind of negation is to replace (a) by its negative oppo-
site number, which is (e), so that we get (e)(B,A). The second is to keep the
affirmative form but add a negation as part of the predicate A: (a)(B,not-A).
He calls this second kind of negation metathesis (cudūl) (cIbāra 82.4), as opposed
to the first which is ‘simple negation’ (sālib bası̄t.). The two forms (e)(B,A)
and (a)(B,not-A) are not quite equivalent, because only the second of the two
counts as an affirmative proposition. So the existential augment applies to the
second form and not to the first; if there are no Bs, then the first proposition is
true and the second is false (cIbāra 82.14f). The analogy between assertorics and
meet-like propositions allows us to carry over this distinction between simple
negation and metathesis to propositional compounds, at least when the form is
clearly stated. (In practice it is not so easy, unless the Arabic sentence is phrased
using one of Ibn Sı̄nā’s standard expressions for the sentence forms.)

Besides the translations between meet-like and difference-like, Ibn Sı̄nā
also offers a number of alternative meet-like forms. Prima facie these should
all be covered by the results in the previous section. But there will be no
harm if we check them out. Here is a list of the translations that he offers
between meet-like propositions, with references to the text of Qiyās:
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Qiyās Note
1. (a,mt)(p, q) → (i,mt)(q, p) 311.13
2. (a,mt)(p, q) → (e,mt)(p, q̄) 318.6
3. (a,mt)(p, q̄) → (e,mt)(p, q) 308.3, 317.15
4. (e,mt)(p, q) → (a,mt)(p, q̄) 310.16, 311.16
5. (e,mt)(p, q̄) → (a,mt)(p, q) 310.10
6. (e,mt)(p̄, q) → (a,mt)(p, q) 312.14 (1)
7. (i,mt)(p, q) → (i,mt)(q, p) 317.10
8. (i,mt)(p, q̄) → (i,mt)(q̄, p) 316.16
9. (i,mt)(p̄, q̄) → (o,mt)(p̄, q) 310.14, 310.18
10. (o,mt)(p, q) → (i,mt)(p, q̄) 316.15?
11. (o,mt)(p, q̄) → (i,mt)(p, q) 317.9

Note (1): Correct the text so that (e,mt)(p̄, q) becomes (e,mt)(p, q̄).

Figure 14.1: Translations between meet-likes

We comment on these translations. Translation 1, from a universal to an
existential sentence, is not invertible, but all of the remaining translations
are from universal to universal or from existential to existential. Transla-
tions 7 and 8 are within the same aristotelian form and express that (i) is
symmetric.

The remaining translations relate an affirmative aristotelian form and
the corresponding negative form, or vice versa. The recipe is to add or
remove a metathetic negation on the second clause. Most of them are un-
problematic. But we note that 4–6 take an (e) form to an (a) form, which
implies that Ibn Sı̄nā is not including the existential augment with the (a)
form. In case 4 it could be argued that the metathetic negation interferes
with the augment, though this would go against Ibn Sı̄nā’s clear statement
in cIbāra that an (a) sentence with metathetic negation of the second term
counts as affirmative. This excuse is not available in case 5, where neither of
the clauses is negated. In case 5 Ibn Sı̄nā has simply abandoned the existen-
tial augment. The same point applies in cases 10 and 11, where he deduces
an (i) from an (o), discarding any universal augment on the (o) sentence;
and again in case 10 the (o) sentence is pure negative with no metathesis.

There remains case 6, which is clearly an error in the text.
In sum: apart from the translation from (a) to (i), all these translations

are paraphrases from a sentence to a logically equivalent sentence. The
equivalences require that the sentences carry no augments, either existen-
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tial or universal.

We turn to the translations from difference-like to meet-like.

Qiyās Notes
1. (a,mn)(p, q) → (a,mt)(p̄, q) 313.10, 314.3, 317.5
2. (a,mn)(p, q) → (a,mt)(q̄, p) 310.2
3. (a,mn)(p, q̄) → (a,mt)(p̄, q̄) 308.1, 315.11, 316.2
4. (a,mn)(p, q̄) → (a,mt)(q, p) 311.12
5. (a,mn)(p̄, q) → (a,mt)(p, q) 314.12, 315.4, 318.5
6. (a,mn)(p̄, q) → (a,mt)(q̄, p̄) 312.10
7. (a,mn)(p̄, q) → (a,mt)(p, q̄) 317.14 (1)
8. (a,mn)(p, q) → (a,mt)(p, q̄) 309.13 (2)
9. (a,mn)(p, q) → (a,mt)(q, p̄) 305.10, 313.12 (2)
10. (e,mn)(p, q) → (a,mt)(p, q) 306.5
11. (i,mn)(p, q) → (i,mt)(p, q̄) 306.11

Notes: (1) is clearly out of line but there is no obvious emendation of the
text. (2) Ibn Sı̄nā specifies in these cases that the difference-like sentence is

‘strict’ (Qiyās 305.7, 309.9, 313.6).

Figure 14.2: Translations from difference-like to meet-like

We begin with the translations of (a,mn). In numbers 8 and 9 Ibn Sı̄nā
tells us that the disjunction is ‘strict’, i.e. exclusive, and the translations
agree with this. Presumably these two translations are not invertible.

Translation 1 takes ‘Always either p or q’ to ‘Always if not p then q’,
which is as we would expect. All of 2–7, except for the rogue 7, can be
derived from 1 either by changing the variables or by contraposing in the
(a,mt) formula, or both. We note that at the very least in 4, 5 we would
expect an existential augment on the meet-like formula in the context of
the logic of Qiyās vi.1. But it seems nobody has suggested any reason for
putting a corresponding existential augment on the (a,mn) sentence. So
we have confirmation that Ibn Sı̄nā has now abandoned the augments, and
we also have a reason why: the augments don’t fit with the difference-like
sentences.

We come to (e,mn). What translation should we expect for this form?
Analogy with the assertorics, the two-dimensional sentences and the meet-
like sentences suggests that the negation of (a,mn)(p, q) should be—ignoring
augments—either (a,mn)(p̄, q) or (a,mn)(p, q̄). The symmetry of (a,mn)
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makes it hard to see why Ibn Sı̄nā should prefer either of these to the other.
So we test them both against his translations. If (e,mn)(p, q) is (a,mn)(p̄, q),
then we can use (14.3.2) and (14.3.3) to get a complete set of equivalences
between meet-like and difference-like forms, as follows (where ] means
contradictory negation):

OPTION A:
(a,mt)(p, q) ⇔ (e,mt)(p, q̄) ⇔ (a,mn)(p̄, q) ⇔ (e,mn)(p, q)

] ] ] ]
(o,mt)(p, q) ⇔ (i,mt)(p, q̄) ⇔ (o,mn)(p̄, q) ⇔ (i,mn)(p, q)

On the other hand if (e,mn)(p, q) is (a,mn)(p, q̄) then we have

OPTION B:
(a,mt)(p, q) ⇔ (e,mt)(p, q̄) ⇔ (a,mn)(p̄, q) ⇔ (e,mn)(p̄, q̄)

] ] ] ]
(o,mt)(p, q) ⇔ (i,mt)(p, q̄) ⇔ (o,mn)(p̄, q) ⇔ (i,mn)(p̄, q̄)

Translations 10 and 11 are both votes for Option A against Option B.
But this is thin evidence. The translations from meet-like to difference-like
will carry us further.

Qiyās
1. (a,mt)(p, q) → (e,mn)(p, q) 306.8?, 310.10, 312.15, 314.10
2. (a,mt)(p, q̄) → (e,mn)(p, q̄) 311.17?
3. (a,mt)(p̄, q) → (e,mn)(p̄, q) 315.10
4. (a,mt)(p̄, q) → (a,mn)(p, q) 313.9
5. (e,mt)(p, q) → (e,mn)(p̄, q) 307.17, 315.3, 316.12
6. (e,mt)(p̄, q) → (o,mn)(p, q) 314.6?
7. (e,mt)(p̄, q) → (e,mn)(p, q) 317.6
8. (e,mt)(p̄, q) → (e,mn)(p̄, q) 316.4
9. (i,mt)(p, q) → (o,mn)(p, q) 311.10, 317.10, 324.4
10. (i,mt)(p, q̄) → (o,mn)(p, q̄) 312.9
11. (i,mt)(p, q̄) → (o,mn)(p̄, q) 309.12
12. (i,mt)(p̄, q) → (e,mn)(p̄, q) 316.17

Figure 14.3: Translations from meet-like to difference-like
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Here translations 1–3, four definite and two probable, all confirm Op-
tion A. But unfortunately this is not the end of the story, because 5 and 7
(four passages) all go with Option B. Translation 8 is wrong for both op-
tions. Translation 6 is also wrong for both options, and suspiciously trans-
lates from a universal to an existential.

Of the other translations from meet-like to difference-like, some are ir-
relevant to the question because they don’t invove (e,mn) or (i,mn). These
are translations 4 and 11 (clearly correct), and translations 9 and 10 (equally
clearly incorrect, though they represent four passages). Translation 12 does
mention (e,mn), but something is certainly wrong with it since it translates
a particular as a universal.

Another passage provides further evidence. At Qiyās 384.1–5, in vii.2,
Ibn Sı̄nā tells us that (e,mn) and (o,mn) sentences are entailed by three
kinds of sentences as follows:

(14.3.4)

1. (a,mn)(p̄, q) → (e,mn)(p, q)
2. (i,mn)(p̄, q) → (o,mn)(p, q)
3. (a,mt)(p, q) → (e,mn)(p, q)
4. (i,mt)(p, q) → (o,mn)(p, q)
5. (e,mt)(p, q̄) → (e,mn)(p, q)
6. (o,mt)(p, q̄) → (o,mn)(p, q)

Items 1, 3, and 5 all agree with Option A and not with Option B. (Items 2,
4 and 6 don’t have any bearing on Options A and B. We note that item 4 is
wrong.)

In short there is quite a lot of noise in the data, but the balance of the
evidence is definitely in favour of Option A. Option A allows us to render
the four difference-like forms as:

(14.3.5)

(a,mn) At all times t, at least one of p and q is true at t.

(e,mn) At all times t, if p is true at t then q is true at t.

(i,mn) There is a time at which p is true and q is not true.

(o,mn) There is a time at which neither p nor q is true.

There is one further source of evidence for these translations, but it is
very murky and it raises more questions than it answers. This is Ibn Sı̄nā’s
choice of sentences for proving sterility, cf. Section se:4.5. In these proofs
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he gives sentences which are required to be true, and to be instances of
certain sentence forms. We can examine the sentences that he offers as true
sentences of the forms (e,mn) and (i,mn), and try to deduce what he must
be taking these two forms to be. The next chapter is partly devoted to
asking why this data is so hard to make sense of. Here let me simply list
the sentences. In some cases the text may be corrupt.

First there are the sentences offered as instances of (e,mn):

306.14–17 (e,mn)(It is a number. It is a multiplicity divisible by two.)
(e,mn)(It is a number. It is a multiplicity not divisible by two.)

308.7–11 (e,mn)(It has a carrier. It is not a substance.)
(e,mn)(It has a carrier. Not every dimension is finite.)

309.1–4 (e,mn)(This is not a substance. This is in a subject.)
(e,mn)(This is an accident. No dimension is actually infinite.)

311.1–6 (e,mn)(This is even. This is a number.)
(e,mn)(This is even. The vacuum exists.)

312.3–5 (e,mn)(Zayd is drowning. Zayd is not flying.)
(e,mn)(Zayd is drowning. There is no vacuum.)

313.1–2 (e,mn)(Zayd is not not drowning. Zayd is not flying.)
(e,mn)(Zayd is not not drowning. There is no vacuum.)

313.15–314.2 (e,mn)(This is a vacuum. This is even.)
(e,mn)(This is even times even. This is even.)

314.16–18 (e,mn)(This is not rational. This is human.)
(e,mn)(This is a vacuum. This is human.)

315.15–17 (e,mn)(The human is not a body. The human is not mobile.)
(e,mn)(The human is not a vacuum. The human is not mobile.)

316.5–8 (e,mn)(It is a vacuum. It is not an even number.)
(e,mn)(It is not divisible by two. It is not an even number.)

317.1–3 (e,mn)(It is moving. It is a substance.)

318.1–3 (e,mn)(It is not at rest. It is a substance.)

If we reckon that the first sentence implies the second, this counts for Op-
tion A. If we reckon that the second sentence implies the first, this counts
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for Option B. On my reckoning it comes out roughly two to one in favour
of Option A on a simple count of sentences, and if we count only the com-
pletely unambiguous cases then Option A wins hands down.

Second there are the sentences offered as instances of (i,mn):

305.12–306.2 (i,mn)(Zayd is changing place. Zayd is abstaining from walk-
ing.)
(i,mn)(It is coloured black. It has a pleasant smell.)

307.9–13 (i,mn)(It has a will. It is not moving.)
(i,mn)(It has a will. It is not at rest.)

(There should be another example at Qiyās 308.16f, but here Ibn Sı̄nā tells
us to find our own sentences.) If we reckon that the first sentence can be
true and the second false at the same time, this counts for Option A; if the
other way round, this counts for Option B.

14.4 Three phases of propositional logic

The preceding two sections give us some leverage for distinguishing dif-
ferent stages within Ibn Sı̄nā’s propositional logic. To speak of ‘stages’ sug-
gests movement in time, and it looks to me overwhelmingly likely that the
stages do represent different moments in Ibn Sı̄nā’s exploration of proposi-
tional logic. But all of the stages appear in Qiyās, so it’s clear that Ibn Sı̄nā
himself felt that each of them made sense on its own. Nevertheless we can
point to inconsistencies between any two of them, and some (but not all) of
these inconsistencies are pointed out by Ibn Sı̄nā himself.

In Section 12.1 we described a propositional logic with the following
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features:

(14.4.1)

• The logic uses two sentence forms: ‘If p then q’ and ‘Either
p or q’, and possibly also negative forms ‘If p then not q’
and ‘Either p or not q’.

• These sentence forms can, but need not, be read as involv-
ing a universal quantification over time; the formal logic is
developed without any reference to the quantification.

• There is no classification of propositional sentences into
(a), (e), (i) or (o) forms.

• There is no suggestion that the form ‘If p then q’ is under-
stood as implying that p is true, or sometimes true.

We found these features in Al-Fārābı̄’s accounts of propositional logic. But
they are also present in some sections of Ibn Sı̄nā’s Qiyās. A prime example
is Qiyās viii.1,2, a pair of sections on duplicative (istit

¯
nāī) syllogisms. The

main formal content of these sections is a collection of inferences very much
like those offered by Al-Fārābı̄. A typical example is

(14.4.2)
If the human is an animal then the human is a body.
But the human is an animal.
It follows that the human is a body.

(Qiyās 389.11–13 in viii.1.) Note that the compound is of the simple ‘If p
then q’ form, and that no time quantification plays any role.

At Qiyās 392.15–17, still in viii.1, Ibn Sı̄nā attacks Peripatetic logicians
who fail to distinguish properly between form and matter in meet-like sen-
tences. He comments that for purposes of syllogism one needs to consider
what are the first and second clauses but ignore what their content (‘mat-
ter’, mādda) is. Nowhere in this discussion does Ibn Sı̄nā suggest that one
needs to consider whether the first and second clauses are bound together
by a quantification over time, or indeed whether they are bound affirma-
tively or negatively. The implication is that he is thinking of sentences of
the form ‘If p then q’ in the first instance, and not of the (a), (e), (i) and (o)
forms of Section 12.2.

Al-Fārābı̄ freely takes the contradictory negations of the separate clauses
of a propositional compound, but he hardly ever refers to the contradic-
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tory negation of a whole compound. The only case where he does so is
when an exclusive disjunction has three or more clauses, so that excepting
one of them yields the negation of the disjunction of the remaining two or
more clauses (’antaja muqābilāti l-bāqiyya, [5] 33.3). This is exactly the con-
text in which Ibn Sı̄nā refers to contradictory negations of propositional
compounds in Qiyās 401.13f (yuntija naqı̄d. a l-munfas. ilati llatı̄ tutammu mina
l-bāqiyyatayn).

Very significant in this same passage is Ibn Sı̄nā’s use of laysa albatta
’immā p wa-’immā q to mean

(14.4.3) In no case is p true and in no case is q true.

(Qiyās 403.8f.) This reading of the (e) sentence in (14.3.1) is quite different
from the reading that we found at (14.3.5) in Section 14.3 above (following
Option A—but it’s equally incompatible with the Option B reading too).

So both the underlying assumptions and the vocabulary in Qiyās viii.1,2
match the Farabian material in Section 12.1, in the ways listed in (14.4.1).
They don’t match the contents of Qiyās vi.1, which we reviewed in Section
12.2.

So I will distinguish propositional logic in the style of Section 1 and
Qiyās viii.1, 2 as PL1, and propositional logic in the style of Section 2 and
Qiyās vi.1 as PL2. The distinguishing criteria are listed in (14.4.1).

We saw that there are differences between Qiyās vi.1 and Qiyās vi.2.
Above all:

(14.4.4)

• Though both sections classify the meet-like propositions
into forms (a), (e), (i) and (o), only Qiyās vi.2 also classi-
fies the difference-like propositions into these four forms.

• In Qiyās vi.2 there are no existential or universal augments
on the (a) or (o) meet-like sentences.

• In Qiyās vi.2 there is free use of negation of the clauses.

I will distinguish propositional logic in the style of Section 3 and Qiyās vi.2
as PL3. The distinguishing criteria between PL2 and PL3 are those listed
above. Note that PL1 and PL3 agree with each other, and against PL2, in
not using augments on meet-like sentences.

We can test this classification by asking how it applies to Ibn Sı̄nā’s other
material on propositional logic. In the next section I will do exactly that
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with Qiyās vii.1, showing that the bulk of it belongs in PL3. On the other
hand Ibn Sı̄nā’s sequent rules, which we examine in Chapter 16 below, bear
signs of PL1.

The metathetic negation in PL3 has a dramatic effect on the forms of
proofs. We will examine this in Chapter 15. There are strong indications
that Ibn Sı̄nā never caught up with the implications of this change. It seems
he made serious mistakes of logic as a result. This might be one reason why
almost none of PL3 is represented in Išārāt.

History 14.4.1 At the end of Qiyās vi.6, 356.7–357.15, Ibn Sı̄nā distinguishes his
own approach to propositional logic from one that he found in a book. The
main distinctions that he makes are in fact between PL1 (which he ascribes to
the book) and PL2–3 (which he claims as his own view). Thus he complains
that the book doesn’t classify the sentences correctly as universal and particu-
lar, affirmative and negative. He adds that the book gives an incorrect account
of contrariety, contradiction and equivalence. (On his own account, this sec-
ond fault is a consequence of the first; ‘if you know about affirmative, negative,
universal and existential, then you already know about contradiction and con-
trariety . . . ’, Qiyās 362.5f.)

14.5 Qiyās vii.1 and some readings of Ibn Sı̄nā

In Book vii.1 of Qiyās, 361–372, Ibn Sı̄nā collects up the various forms of
meet-like sentence with assertoric clauses, and discusses the logical rela-
tionships between them. For example he says (Qiyās 366.1–3) that each
kind of (e,mt) sentence is reducible to an (a,mt) sentence and vice versa.

(14.5.1)

The mode of reduction is that you keep the quantity of the propo-
sition as it was and you alter the quality, and the first clause is
kept as it was but is followed by the contradictory negation of
the second clause.

In other words, (a,mt)(p, q) is equivalent to (e,mt)(p, q̄) and (e,mt)(p, q) is
equivalent to (a,mt)(p, q̄). We met both of these equivalences Section 14.3;
they are common to Option A and Option B.

In the terminology of History 14.3.4 above, altering the quality is sim-
ple negation, and taking the contradictory negation of the second clause is
metathesis. The use of metathesis is one of the marks of PL3.

Another mark of PL3 is that there are no augments on (a) or (o) meet-
like sentences. The equivalence stated above wouldn’t hold if the (a) sen-
tence was required to have an existential augment. We can pin down the
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exact point where this matters in Ibn Sı̄nā’s derivation of (a,mt)(p, q) from
(e,mt)(p, q̄). He assumes (e,mt)(p, q̄) and the contradictory negation of
(a,mt)(p, q), which is (o,mt)(p, q), and he simply states that these contra-
dict each other. This makes sense only if he is taking literally, and without
universal augment, his statement

(14.5.2)
In this case [i.e. assuming (o,mt)(p, q)] we will have that p and
together with it q.

(Qiyās 367.4f.) In fact the equivalence is fully in accord with the conventions
in Qiyās vi.2, though not with those in Qiyās vi.1. So PL3 it is.

In [68] p. xxxiiif, Khaled El-Rouayheb discusses this passage together
with Khūnajı̄’s reaction to it. He describes the reduction from (a) to (e) as
‘a principle attributed to Boethius’. From his reference to a paper of Chris
Martin [76] we learn that the principle in question states

(14.5.3) ` (P → Q)→ −(P → −Q).

Straight away we see that Boethius’ principle has no time quantifiers, so if
it represents anything in Ibn Sı̄nā’s thinking, it would have to be something
in PL1 and not in PL3. We can turn (P → Q) into (a,mt)(P,Q) by adding a
universal quantification over time. But (e,mt)(P,−Q) is the universal time
quantification of (P → − − Q), not of −(P → −Q). I suggest that this
misunderstanding could never have arisen if Ibn Sı̄nā’s text had been read
in the vocabulary of PL2 or PL3 rather than that of PL1.

In brief, Ibn Sı̄nā’s point in this passage has nothing to do with Boethius’
principle. The equivalence that Ibn Sı̄nā states is immediate and hardly
controversial, given what he takes the sentences to mean. It would make
sense to go back to Khūnajı̄’s objections to see whether Khūnajı̄ has mis-
understood Ibn Sı̄nā, or whether he is deliberately striking out in a new
direction. There is no doubt that Khūnajı̄ is raising some significant philo-
sophical problems, even if they are not problems about Qiyās vii.1 as Ibn
Sı̄nā intended it.

One moral of the discussion above is that a reader of Ibn Sı̄nā’s propo-
sitional logic needs to be aware of the differences in assumptions and vo-
cabulary between different strands of Ibn Sı̄nā’s writing.

It’s worth mentioning that one of the passages we quoted earlier as ev-
idence of Ibn Sı̄nā’s recognition of existential augments in propositional
compounds was Qiyās 368.14–17, which is in the middle of Qiyās vii.1.
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Maybe this is why Ibn Sı̄nā said ‘potentially’, meaning that the PL2 option
is open though not forced on us. Maybe there is some other explanation.

In his pioneering article [88], written before the Cairo edition of Qiyās
was available, Nicholas Rescher proposes formalisations of Ibn Sı̄nā’s meet-
like and difference-like sentences. His evidence is taken mainly from Išārāt
and Dānešnāmeh. For the meet-like he offers ([88] p. 80):

(14.5.4)

(a) ∀t (At→ Ct).

(e) ∀t ¬(At ∧ Ct).

(i) ∃t (At ∧ Ct).

(o) ∃t (At ∧ ¬Ct).

(The notation is mine, not Rescher’s.) These all agree with our findings
above for PL3. The lack of augments on (a) and (o) disagrees with PL2. For
the difference-like Rescher gives ([88] p. 82):

(14.5.5)

(a) ∀t (At ∨ Ct).

(e) ∀t ¬(At ∨ Ct).

(i) ∃t (At ∨ Ct).

(o) ∃t ¬(At ∨ Ct).

The formulas for (a) and (o) agree with our findings, but those for (e) and
(i) are doubly wrong. He has disjunctions where Ibn Sı̄nā has conjunctions
(or vice versa), and he incorrectly guesses that these two forms should be
symmetric between A and C.

Apart from the difference-like forms (e) and (i), where frankly he had
almost no information to call on, Rescher’s formalisations are insightful
and more accurate than much of the recent literature. But Rescher himself is
partly to blame for these later mishaps, through some indefensible English
translations that he offers in [88]. Thus for (i,mt) he suggests

(14.5.6) Sometimes: when A, then (also) C.

This implies, quite wrongly, that the (i,mt) form in PL2 and PL3 has a
component of the form ‘When p then q’ (cf. History 14.2.4). His English for
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(i,mn) has a similar mistake. For (e,mt) he has

(14.5.7) Never: when A, then (also) C.

This wrongly suggests that A lies within the scope of the negation, creating
the same error as in El-Rouayheb’s reading of (14.5.1) above (and indeed
El-Rouayheb does use Rescher’s translation of (e,mt) here).

Rescher’s translations were taken up also by Shehaby [93]. We can
see an effect of this in Shehaby’s translation of Qiyās 330.10 ([93] p. 130),
where Shehaby correctly calculates that a negation of the second clause of
an (e,mt) sentence is needed, so he adds it, not realising that Ibn Sı̄nā has
already expressed it with laysa albatta.

14.6 Exercises

1.
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Chapter 15

Metathetic logic

The use of metathesis has quite a profound effect on the logic. Seen from
Ibn Sı̄nā’s end, it implies that every sentence is convertible (reversibly).
Also some new moods become available, and justifications have to be found
for these. Seen from our end, the effect is that the logic is no longer Horn,
and hence we can’t construct models by a simple closing-off operation;
choices have to be made. But the language is still translatable into Krom
formulas, a low-complexity fragment of first-order propositional logic that
has been widely studied in the computer science logic literature (e.g. [7]).

15.1 Language and reductions

Definition 15.1.1 We introduce a logic that we call metathetic logic, Lmeta.

(a) The admissible signatures of Lmeta are monadic relational signatures,
with the feature that the relation symbols come in polar pairs of the
form A, Ā. We distinguish A and Ā as positive and negative relation
symbols, and we say that they have opposite polarities. We say that
two relation symbols R, S are alphabetically distinct if R and S are not
both in the same polar pair.

(b) There is no negation symbol in the languages of Lmeta, but as a met-
alanguage symbol we use ¬ in front of relation symbols, with the
meanings

¬A = Ā, ¬Ā = A

where A is any positive relation symbol. Note that ¬¬R = R for any
relation symbol R.

273
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(c) Lmeta has two forms of sentence:

∀τ(Rτ ∨ Sτ), ∃τ(Rτ ∧ Sτ)

where R and S are alphabetically distinct relation symbols. The first
of these sentences is universal and the second is existential. We write
them as (a,me)(R,S) and (i,me)(R,S) respectively; where the con-
text allows, we abbreviate (a,me) and (i,me) to (a), (i) respectively.
So metathetic logic has just the two sentence forms (a,me) and (i,me).
The relation symbol R and S in these two sentences are known as the
subject relation symbol and the predicate relation symbol respectively.

(d) Thus metathetic logic has no negative sentence forms; instead we
negate a sentence by switching between positive and negative rela-
tion symbols. Thus the contradictory negation of (a)(R,S) is (i)(¬R,¬S),
and the contradictory negation of (i)(R,S) is (a)(¬R,¬S).

(e) The semantics of metathetic logic Lmeta is as for first-order logic with
the added rule that if Σ is an admissible signature and M is a Σ-
structure, then ĀM = dom(M) \ AM for every positive relation sym-
bol A in Σ. Thanks to this rule, we can treat ¬ as a symbol of the
language; the condition for (¬A)a to be true is the same as the usual
condition for ¬(Aa) to be true. As before, a set of sentences of L(Σ) is
consistent if some Σ-structure is a model of it, and inconsistent other-
wise.

History 15.1.2 But note that if φ is an atomic sentence, then ¬¬φ actually is the
sentence φ, not just a sentence elementarily equivalent to it. Here we are fol-
lowing the Aristotelian convention for handling contradictory negation (naqı̄d. ).

Definition 15.1.3 Thanks to Definition 15.1.1(c) above, each metathetic sen-
tence has a subject symbol and a predicate symbol. Two things result from
this.

(a) We can speak of the figure of a syllogism in metathetic logic. But note
that for the definition to be comparable with our earlier uses, we have
to regard A and Ā as being the same relation symbol, occurring posi-
tively in the one case and negatively in the other.
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(b) Every finite set of metathetic sentences has a subject-predicate di-
graph; cf. Section se:4.5 above. Again for this to agree with earlier
definitions, we need to regard a vertex of the digraph as representing
both A and Ā simultaneously. We will find uses for these digraphs,
but they are much less important than they were for assertoric and
two-dimensional theories. The reason is that the digraph of a mini-
mal inconsistent theory is no longer a clue to a proof of inconsistency.
For example the arrow representing a sentence ∀x(Bx → Ax) points
from B to A and indicates that we reason from B to A. But with
∀τ(Bτ ∨Aτ) there is no preferred direction of reasoning; the disjunc-
tion is symmetric.

Lemma 15.1.4 Every sentence of metathetic logic converts. Thus (a)(R,S) con-
verts to (a)(S,R) and (i)(R,S) converts to (i)(S,R). �

The sentence (a,me)(R,S) expresses the same as (a,mn)(R,S) expressed
in Section 14.3 above. Likewise (i,me)(R,S) expresses the same as (i,mt)(R,S)
of Section 12.2 above. By the equivalences of Section 14.3, going with Op-
tion A, this allows any two of the universal forms (a,me), (a,mt), (e,mt),
(a,mn) and (e,mn) to be translated into each other, and likewise any two of
the existential forms (i,me), (i,mt), (o,mt), (i,mn) and (o,mn). Caution:
In metathetic logic the default is that there are no existential or universal
augments, so (a,mt) and (o,mt) of Section 12.2 must have their augments
removed before we use them in these translations.

The translations between the sentence forms of Section 12.2 and (a,me)
and (i,me) keep the same subject and predicate relation symbols. So Lemma
15.1.4 implies that all these forms convert, thanks to metathetic negation.
But the conversions are not all obvious. For example (a,mt)(P,Q) trans-
lates to (a,me)(¬P,Q), which converts to (a,me)(Q,¬P ), and this trans-
lates back to (a,mt)(¬Q,¬P ).

In the later sections of this chapter we will be building up metathetic
logic as a self-sufficient logical system. But Ibn Sı̄nā justified syllogisms
in metathetic logic by translating them back into meet-like logic (normally
unaugmented). More precisely he would translate the premises into meet-
like logic, draw a conclusion in meet-like logic, and then translate the con-
clusion back. Normally there will be no augments, so he is deprived of the
use of meet-like Darapti and Felapton, but he can call on any of the other
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twelve meet-like moods in figures one to three. We will add the two moods
in fourth figure.

This procedure of translating into meet-like syllogisms needs some jus-
tification. Certainly if the meet-like translation is valid, the original meta-
thetic syllogism is valid, because validity is preserved by meaning-preser-
ving translations. But the other direction is not so clear, because even when
a metathetic syllogism is valid, it may translate into a meet-like syllogism
with negative terms. The meet-like logic that we studied in Section 12.2
had no such terms.

The following devices allow us to handle some negative terms.

(1) (a,mt)(R,¬S) is equivalent to (e,mt)(R,S), and (i,mt)(R,¬S) is equiv-
alent to (o,mt)(R,S). Likewise we can eliminate a negative predicate
in an (e) sentence by switching to an (a) sentence, or from (o) to (i).
(Since the mid nineteenth century these processes in traditional logic
have been known as obversion.)

(2) If a term R occurs twice in the context ¬R, we can treat ¬R as a new
term—in effect switching between polar opposites. This is Ibn Sı̄nā’s
usual procedure.

(3) If a term occurs only once in subject position, and that one occurrence
is negated, then likewise we can switchR to its polar opposite at both
occurrences. This eliminates the negative term in subject position,
and the occurrence in predicate position can be handled as in (1).

The remaining case, which won’t go away, is where a term occurs twice
in subject position, and only one of those occurrences is negated. This never
happens in fourth figure, because of the shape of the fourth figure digraph.
But it can and does happen in each of the other figures. Ibn Sı̄nā gives an
example in each figure. In his examples, one of the premises is already a
meet-like sentence and the other has to be translated from a difference-like
form.

Ibn Sı̄nā provides an example in first figure at Qiyās 306.10 (a variant of
the syllogism at Qiyās 306.3f). The syllogism is

(15.1.1) (e,mt)(R,Q), (i,mn)(Q,P ) ` (o,mn)(R,P ).

which translates to the meet-like syllogism

(15.1.2) (e,mt)(R,Q), (i,mt)(Q,¬P ) ` (o,mt)(¬R,P ).
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Note that R is subject at both occurrences, but it is negated in only one of
them. Note also that this is a first figure syllogism with an existential ma-
jor premise, which violates the productivity conditions for assertoric syllo-
gisms. Ibn Sı̄nā shows the validity of the syllogism by converting the minor
premise to (e,mt)(Q,R) and then obverting to (a,mt)(Q,¬R), and finally
obverting the conclusion to (i,mt)(¬R,¬P ):

(15.1.3) (a,mt)(Q,¬R), (i,mt)(Q,¬P ) ` (i,mt)(¬R,¬P ).

This is a valid syllogism in Disamis.

Ibn Sı̄nā’s example in second figure (Qiyās 316.14–16) is

(15.1.4) (i,mt)(P,Q), (a,mn)(¬R,¬Q) ` (i,mt)(¬R,P ).

(In fact for the second premise he has an exclusive disjunction of R and
Q; we will come back to this.) In third figure (Qiyās 309.15, varying Qiyās
309.10) his example is

(15.1.5) (a,mt)(R,Q), (a,mn)(R,P ) ` (e,mn)(Q,¬P ).

I leave it to the reader to check that these are examples (Exercise 13.1 be-
low).

In these examples Ibn Sı̄nā shows, very likely for the first time, that
there are metathetic syllogisms which are valid but can’t be shown valid
by translation of each sentence to an assertoric or meet-like sentence. These
may also be the only occasions when he offers justifications by conversion
that are not simply copied from Aristotle. However, there is no real prob-
lem about justifying these syllogisms. Since all metathetic sentences con-
vert, the premises can be converted so that all the syllogisms are in fourth
figure, and we saw that in fourth figure the metathesis is never a problem.
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History 15.1.5 But Ibn Sı̄nā was not the only writer before modern times to
give examples of valid metathetic syllogisms that can’t be validated by trans-
lation to assertoric syllogisms. In Quaestio 37 of his In Libros Priorum Analyti-
corum Aristotelis Quaestiones [91], Pseudo-Scotus observes that if a putative syl-
logism with negative terms can be translated into a valid assertoric syllogism
by regarding each negative term as positive, then the syllogism is valid (‘om-
nis modus alicuius figurae triorum figurarum valens ex terminis finitis, valet
etiam ex terminis infinitis’). Here he is agreeing with move (2) above. But then
he continues: some valid syllogisms with negative terms can’t be justified by
this method (‘huiusmodi non potest fieri ex terminis finitis’). The example he
gives is in third figure:

(e)(¬R,Q), (e)(R,P ) ` (e)(Q,P ).

This is equivalent to Ibn Sı̄nā’s third figure example but with R and ¬R trans-
posed.

Finally note:

Lemma 15.1.6 There are no inference relations between any two of the metathetic
sentences (a)(R,S), (a)(¬R,S), (a)(R,¬S), (a)(¬R,¬S), (i)(R,S), (i)(¬R,S),
(i)(R,¬S) and (i)(¬R,¬S).

Proof. Let Σ be an admissible signature for metathetic logic, andM a Σ-
structure. Let R and S be two alphabetically distinct relation symbols in Σ.
Then the domain ofM is partitioned into four sets: RM ∩SM , RM ∩ (¬S)M ,
(¬R)M∩SM and (¬R)M∩(¬S)M . Each of the sentences in the lemma, when
applied to M , expresses information about just one of these partition sets,
and the information is either that the set is empty or that it is not empty.
For example (a)(R,S) expresses that RM ∩ (¬S)M is empty. The pair of
sentences relevant to one partition set are contradictory negations of each
other, so there are no inferences from one to the other. For any two partition
sets, we can choose them empty or non-empty independent of each other;
hence there are no inference relations between any other pairs of sentences
from the lemma. �

Corollary 15.1.7 In metathetic logic every minimal inconsistent set is optimally
minimal inconsistent. �
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15.2 Inconsistent metathetic theories

A weak form of the Law of Quantity (Section se:8.5) holds for metathetic
logic.

Lemma 15.2.1 (a) Every minimal inconsistent set of sentences contains at most
one existential sentence.

(b) There are minimal inconsistent sets of universal sentences.

Proof. (a) The proof is as Lemma le:8.5.2, but easier because we have
only one domain to deal with.

(b) Consider the theory

(15.2.1) ∀τ(Aτ ∨Bτ), ∀τ(Aτ ∨ ¬Bτ), ∀τ(¬Aτ ∨Bτ), ∀τ(¬Aτ ∨ ¬Bτ).

Given the stipulation on nonempty domains, every model of this theory
has an element a such that (Aa∨Ba), (Aa∨¬Ba), (¬Aa∨Ba) and (¬Aa∨
¬Ba) are all true in the model. This is impossible. �

Definition 15.2.2 Let Σ be an admissible signature for metathetic logic. We
adopt a constant symbol γ, and write Σ(γ) for the result of adding this con-
stant to Σ. The Skolem and Herbrand sentences of a metathetic theory T in
L(Σ) with at most one existential sentences are then sentences of L(Σ(γ)),
as in the figure below. If T does contain an existential sentence then α is γ; if
it doesn’t, then we choose an arbitrary constant for α. As the Figure shows,
all the Herbrand sentences have one of the two forms φ, (φ ∨ ψ) where φ
and ψ are atomic sentences. We refer to the set of sentences of these two
forms as the Herbrand fragment of L(Σ(γ)).

form Skolem sentences Herbrand sentences
∀τ(Rτ ∨ Sτ) ∀τ(Rτ ∨ Sτ) (Rα ∨ Sα)
∃τ(Rτ ∧ Sτ) Rγ, Sγ Rγ, Sγ

Figure 15.1: Metathetic sentences, Skolem and Herbrand
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Definition 15.2.3 Let φ and ψ be atomic sentences in L(Σ(γ)) as in Defini-
tion 15.2.2. We write

[φ, ψ]

for any set of one or more sentences in the Herbrand fragment which can
be arranged in a sequence (without repetition) as

(15.2.2) (φ0 ∨ ψ0)
?, (φ1 ∨ ψ1)

?, . . . , (φn−1 ∨ ψn−1)?, (φn ∨ ψn)?

where

(a) each (η ∨ θ)? is either (η ∨ θ) or (θ ∨ η),

(b) for each i (0 6 i < n), φi+1 is ¬ψi,

(c) φ is φ0 and ψ is ψn.

Lemma 15.2.4 Let Φ be a set of the form [φ, ψ], and suppose that in the corre-
sponding sequence (15.2.2) there are i < j such that both φi and φj are Rγ. Then
the set got from Φ by removing the sentences (φi, ψi)

?, . . . , (φj−1, ψj−1)
? is again

of the form [φ, ψ]. �

Lemma 15.2.5 (a) Any set [φ, ψ] is also a set [ψ, φ].

(b) The union of sets [φ,¬ψ] and [ψ, χ] contains a set [φ, χ].

(c) [φ, ψ] ` (φ ∨ ψ).

Proof. (a) is immediate from the definition.
(b): If we concatenate the sequences represented by [φ,¬ψ] and [ψ, χ],

we get a sequence that fits the definition of [φ, χ] except that some sentences
may be repeated. Take the earliest sentence η which has two occurrences
in the concatenated sequence, and delete one of the two occurrences and
everything between them. The resulting sequence is of the form [φ, χ].

(c) is by induction on the number of sentences in the sequence. If there
is one, the result is trivial. Suppose the result is proved for n sentences, and
[φ, ψ] has n + 1 sentences. Then for some atomic χ, [φ, ψ] can be written
as [φ,¬χ] followed by either (χ ∨ ψ) or (ψ ∨ χ); without loss of generality
assume the former. By induction hypothesis [φ,¬χ] entails (φ ∨ ¬χ). But
(φ ∨ ¬χ) and (χ ∨ ψ) together entail (φ ∨ ψ). �

Definition 15.2.6 Let T be a set of sentences in the Herbrand fragment of
L(Σ(γ)).
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(a) Let φ be an atomic sentence. We say that T declares φ if T contains
either φ or a set [φ, φ]; the sentence φ and the set [φ, φ] are called dec-
larations in T .

(b) We say that T is metathetic inconsistent if there are atomic sentences φ,
ψ such that T declares φ and ψ, and either T contains a set [¬φ,¬ψ],
or φ is ¬ψ.

If T is not metathetic inconsistent, we say that T is metathetic consistent.

Lemma 15.2.7 Let T be a set of sentences as above, and suppose T is metathetic
consistent. Let φ be any atomic sentence. Then either T ∪ {φ} or T ∪ {¬φ} is
metathetic consistent.

Proof. Suppose for contradiction that T is metathetic consistent, but nei-
ther T ∪{φ} nor T ∪{¬φ} is metathetic consistent. Since T ∪{φ} is not meta-
thetic consistent, there must be an atomic sentence ψ such that T declares ψ
and either T contains [¬φ,¬ψ] or φ is ¬ψ. Since T ∪ {¬φ} is not metathetic
consistent, there must be an atomic sentence χ such that T declares χ and
either T contains [φ,¬χ] or φ is χ. We consider the cases.

First, suppose T contains [¬φ,¬ψ] and [φ,¬χ]. Then by Lemma 15.2.5(a),
T contains [¬ψ,¬χ]. But T declares both ψ and χ, and so T is already meta-
thetic inconsistent.

Second, suppose T contains [¬φ,¬ψ] and φ is χ. Then T contains [¬χ,¬ψ],
and again T is already metathetic inconsistent. The same argument works
if φ is ¬ψ and T contains [φ,¬χ].

Third, suppose φ is ¬ψ and φ is χ. Then T declares both φ and ¬φ, so
again T is metathetic inconsistent. �

The property of being metathetic consistent is of finite character. So if
T is metathetic consistent, then there is in L(Σ(γ)) a maximal metathetic
consistent T+ ⊇ T . (In this remark we are using a version of the Axiom of
Choice. If metathetic logic had been within Horn logic this would not have
been necessary.)

Lemma 15.2.8 (a) For each relation symbol R, exactly one of Rγ and ¬Rγ is
in T+.

(b) If (φ ∨ ψ) is in T , then at least one of φ and ψ is in T+.
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Proof. (a) Since T+ is maximal metathetic consistent, Lemma 15.2.7 tells
us that either Rγ or ¬Rγ is in T+. If both Rγ and ¬Rγ are in T+ then it’s
immediate that T+ is metathetic inconsistent.

(b) Suppose for contradiction that T contains (φ ∨ ψ) but T+ contains
neither φ nor ψ. Then by (a), T+ contains ¬φ and ¬ψ. But then T+ is
metathetic inconsistent, contradiction. �

Theorem 15.2.9 Let T be a theory in the Herbrand fragment. Then T is consis-
tent if and only if it is metathetic consistent.

Proof. Suppose first that T is metathetic inconsistent. Then we can
check from the cases of Definition 15.2.6(b) that T is inconsistent. For ex-
ample if T contains sets [φ, φ], [ψ,ψ] and [¬φ,¬ψ], then we quote Lemma
15.2.5(c) to infer that T entails φ, ψ and (¬φ ∨ ¬ψ), making T inconsistent.

Second, suppose that T is metathetic consistent, in the languageL(Σ(γ)).
Then as above we can extent T to a set T+ which is maximal metathetic
consistent in the Herbrand fragment. We construct a Σ(γ)-structure M as
follows. The domain of M consists of one element γ, which names itself.
Let A be a positive relation symbol in Σ. By Lemma 15.2.8(a), exactly one
of Aγ, Āγ is in T+. We choose AM to be {γ} if and only if Aγ is in T+. This
choice guarantees that the atomic sentences true in M are exactly those in
T+. The remaining sentences in the Herbrand fragment are of the form
(φ ∨ ψ). By Lemma 15.2.8(b), if (φ ∨ ψ) is in T then (φ ∨ ψ) is true in M .
Hence M is a model of T+, and therefore of T too, so that T is consistent.
hspace40pt �

Definition 15.2.10 We write
(a)[R,S]

for any set of one or more metathetic sentences which can be arranged in a
sequence (without repetition) as

(15.2.3) (a)(R0, S0)
?, (a)(R1, S1)

?, . . . , (a)(Rn−1, Sn−1)
?, (a)(Rn, Sn)?

where

(a) each (a)(Ri, Si)
? is either (a)(Ri, Si) or (a)(Si, Ri),

(b) for each i (0 6 i < n), Ri+1 is ¬Si,

(c) R is R0 and S is Sn.
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Theorem 15.2.11 Let T be a set of metathetic sentences. Then T is inconsistent
if and only if there are relation symbols R and S such that

(a) either S is ¬R or T contains a set (a)[¬R,¬S]; and

(b) either

(i) T contains the sentence (i)(R,S) or (i)(S,R), or

(ii) T contains a sentence (i)(R,Q) or (i)(Q,R) for some relation symbol
Q, and a set (a)[S, S], or

(iii) T contains sets (a)[R,R] and (a)[S, S].

Proof. If there are relation symbolsR and S as stated, then the Herbrand
theory of T is metathetic inconsistent, and hence inconsistent by Theorem
15.2.9. So T is inconsistent by Lemma 2.2.9.

Conversely if T is inconsistent, then by Lemma 2.2.9 again, the Her-
brand theory of T is inconsistent, and hence metathetic inconsistent by
Theorem 15.2.9 again. By examining what sentences in T the Herbrand
sentences could have come from, we see that the condition on the relation
symbols R and S holds. �

We consider the following situation. The metathetic theory T contains
a set of the form (a)[R,R] and a set of the form (a)[¬R,¬S]. In the style of
ABOVE, we can display these two sets as a sequence

(15.2.4) (a)(R0, S0)
?, (a)(R1, S1)

?, . . . , (a)(Rn−1, Sn−1)
?, (a)(Rn, Sn)?

where the sentences from (a)(R0, S0)
? to (a)(Rm, Sm)? form (a)[R,R] and

the remaining sentences from (a)(Rm+1, Sm+1)
? to (a)(Rn, Sn)? form (a)[¬R,¬S].

We note two properties of this sequence:

(a) For each i < n, Si = ¬Ri+1.

(b) There is k, 0 < k < n, such that R0 = ¬Rk+1.

If the sequence has these two properties, then the first k+1 sentences form a
set of the form (a)[R0, R0] (after removing repeated sentences if necessary),
and the remaining n− k sentences are a set of the form (a)[Rk+1, Sn] (with
the same proviso). Let us say that the sequence is minimal if there is no
sequence got from the present one by removing one or more sentences,
which has the same final symbol Sn and still satisfies conditions (a) and (b).
Note that minimality guarantees that the provisos about repeated sentences
are already met.
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Lemma 15.2.12 If the sequence above is minimal, then (0, k + 1) is the only pair
of indices (i, j) with i < j < n and Ri = ¬Rj .

Proof. If (0, h) is another such pair, say with h < k+1 < n, then proper-
ties (a) and (b) are preserved if we remove the sentences from h to k. If (i, h)
is another such pair with 0 < i, then properties (a) and (b) are preserved if
we remove the sentences from 0 to i− 1, replacing k by h− 1. �

Lemma 15.2.13 If the sequence above is minimal, then there are no indices i, j
with 0 6 i < j 6 n such that Ri = Rj .

Proof. If j 6 k + 1 then (a) and (b) are preserved if we remove the
sentences from i to j − 1. If i > k + 1 then again (a) and (b) are preserved
if we remove the sentences from i to j − 1. There remains the case where
i < k+1 and j > k+1. In this case we note that we can reverse the ordering
of the first k + 1 sentences, relabelling as appropriate. The relation symbol
Si−1 in the old ordering is ¬Ri; the new ordering makes this symbol an Ri′
with i′ > 0. So we are in the situation of the previous lemma, and as in
that lemma we can remove sentences from the sequence while preserving
(a) and (b). �

This allows us to characterise the minimal inconsistent sets of types (i)
and (ii). THIS WILL NEED proof that taking any sentence away allows
finding a model. For this, in case (i) we want: A GRAPH-LINEAR THEORY
HAS A MODEL. In case (ii) we need that the declaration is consistent on its
own, and the track is consistent without the declaration. The latter follows
from the LINEAR THEORY fact. The former needs further. NOTE THAT
we could assume no repetitions in the declaration except at the ends. Can
satisfy the declaration by making every sentence in it satisfied everywhere.
Then can add part of the track, which has no letters in common with it.

15.3 Metathetic MITs and syllogisms

From Theorem ABOVE follows that if T is minimal inconsistent, then T
contains the relevant sentences as described in (a) and one of (b)(i), (b)(ii)
or (b)(iii) as in the theorem, and no other sentences. In general it doesn’t fol-
low that every such theory T is minimal inconsistent, because there could
be some scope for removing some sentences (EXAMPLE IN EXERCISES).

Definition 15.3.1 In Theorem ABOVE, if T is minimal consistent:
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(a) We call the set (a)[¬R,¬S] the track, with left end R and right end S; in
the case where S is ¬R we say that the track is empty.

(b) We say that T is of the form M if (b)(i) applies, of the form N if (b)(ii)
applies, and of the form O if (b)(iii) applies. NO, WE WANT A DE-
SCRIPTION FROM WHICH WE CAN DEDUCE MINIMALITY.

Lemma 15.3.2 If T is minimal inconsistent then no relation symbol occurs at two
junctions in the track.

Lemma 15.3.3 If T is minimal inconsistent then no relation symbol occurs with
opposite polarities at two junctions in the track.

Proof. Suppose T consists of the sentence (i)(R,S) together with sen-
tences

(15.3.1) (a)(R0, S0)
?, (a)(R1, S1)

?, . . . , (a)(Rn−1, Sn−1)
?, (a)(Rn, Sn)?

where R0 is ¬R and S0 is ¬S. By LEMMA, all of R0, . . . , Rn are distinct re-
lation symbols. Suppose now that there are i < j such that Ri is ¬Rj . Then
Ri is Sj−1, and so the sequence contains (a)[Ri, Ri]. Hence we can change
to a set T ′ of the form N by removing all the sentences from (a)(Rj , Sj)

? on-
wards, and taking the track to finish at (a)(Ri−1, Si−1). Can we assume T ′

is smaller than T ? Suppose i = 0 and j = n. Then φ is ¬ψ, so by minimality
there is no track, contradiction. Hence either i > 0 or j < n. Either way,
after swapping the construction over from left to right if necessary, we can
arrange that some sentence gets left out in T ′. �

Lemma 15.3.4 If T is of the form M (as above with no relation symbol at two
junctions, with either polarity), then T is minimal inconsistent.

Proof. If we leave off the existential sentence then we are not in any of
the forms. If we leave out a universal sentence the track becomes either
disconnected or loose from one of the endpoints, and either way again we
are not in any of the three forms. �

Theorem 15.3.5 If T has a circular graph, then it is minimal inconsistent if and
only if it has the form

(15.3.2) (i)(R,S), (a)[¬R,¬S]

for two relation symbols R,S that are not alphabetically related.
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Proof. If it is minimal inconsistent then it is in one of the three forms.
Only form M allows it to be graph-circular. Conversely if it has the form
given, and is graph-circular, then by LEMMA above it is minimal inconsis-
tent. �

Ibn Sı̄nā has two devices for getting more than we should do out a
premise-pair. They both amount to treating a premise φ as a conjunction
of φ and another sentence. The first is where φ is ∀τ(Bτ ∨ Aτ), and Ibn
Sı̄nā treats this as a conjunction with the sentence ∀τ(¬Bτ ∨ ¬Aτ); he calls
this taking φ as strict (h. aqı̄qı̄). The second is where φ is ∀τ(Bτ → Aτ) and
he adds an existential augment. Logically this is equivalent to conjoining
φ with ∃τ(Bτ ∧ Aτ). A third device of this kind was available to him in
the Peripatetic tradition, though he doesn’t use it in Qiyās vi.2. This is to
conjoin ∀τ(Bτ → Aτ) with ∀τ(¬Bτ → ¬Aτ), which ELSEWHERE he calls
taking ∀τ(Bτ → Aτ) as complete. This third device translates into the first
if we translate the (a,mt) into a metathetic (a,mn).

Ibn Sı̄nā always makes it explicit when he uses the first or second de-
vice. Also he is careful about the metathesis: whenever he uses them, he
calls attention to the fact that B and A are not metathetically negated. The
reason for this restriction is not clear to me. Does he think that it reflects
some fact about normal scientific usage?

In each of these cases, inspection of the forms of minimal inconsistent
set shows that at most one of the conjuncts can have any effect on the pro-
ductivity. If the original premise-pair was productive, then adding the new
conjunct produces no new conclusions. If the original premise-pair wasn’t
productive but the new premise-pair is, then the conclusion from the new
premise-pair owes nothing to the old conjunct, and for logical purposes we
should catalogue the premise-pair as if the new conjunct replaced the old
one rather than being conjoined to it. Ibn Sı̄nā takes the opposite view and
catalogues the premise-pair on the basis of the old conjunct. This accounts
for some differences between Ibn Sı̄nā’s cataloguing in this section and ours
in Appendix C.

Form MA(m): not including the existential edge on the left, m edges along
the top and n edges along the bottom. Parameters: n > 1,m + n > 2.
|Γ| = m+n+ 1. CHECK THESE. This is the case where both confirmations
are direct but starting at different relation symbols (which must come from
the same

∧
since they have the same constant). Any number of sentences

from two upwards.
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(15.3.3)

q∧
α0αm

∨
α0α1 q∨α1α2 q . . . q∨

αm−2αm−1q����������������

∨
αm−1αmq

Form MB(k,m): not including the existential edge on the left, m edges
along the top and n edges along the bottom. Parameters: n > 1,m+ n > 2.
|Γ| = m+n+ 1. CHECK THESE. This is the case where both confirmations
are direct and they start at the same relation symbol, which must come
from one side of a

∧
. This can also be described as: one confirmation direct

and one indirect. The simplest case is three sentences.

(15.3.4)

q
�
�
��∧

γβ0

∨
α0α1

q∨α1α2 q . . . q∨
αm−2αm−1q

q∨
β0β1

q . . . q∨
βk−1α0

����������������

∨
αm−1αmq

MC will be the case where both confirmations are indirect. This can
be described either as two separate confirmations or as one confirmation
covering both cases. This always involves at least four sentences.

Restrict now to three sentences.
A (valid) mood is an array derived from this form in the following two

steps, which both involve adding some extra features. First we choose
one of the three sentences and call its contradictory negation the conclusion.
Then the other sentence which contains the subject relation symbol of the
conclusion becomes the minor premise, and the remaining sentence becomes
the major premise, exactly as with the assertorics and the two-dimensionals.

Thus each syllogism is in one of the four figures, as with assertoric syllo-
gisms. As with assertoric syllogisms, Ibn Sı̄nā ignores the fourth figure, but
we will carry it along for mathematical tidiness. We can distinguish forms
according to which sentences are universal and which are existential. (Both
(a) and (i) are affirmative, so there is not much use in trying to distinguish
moods by affirmative versus negative.) So in all we have twelve moods.
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We write M(m,n) for the mood in the m-th figure where the n-th sen-
tence is existential. In this notation the twelve valid moods are as follows.
At the right I list the assertoric moods that correspond.

(15.3.5)

M(1, 1)
∨

(r̄, q),
∧

(q̄, p) `
∨

(r̄, p) Darii, Ferio
M(1, 2)

∧
(r̄, q),

∨
(q̄, p) `

∨
(r̄, p) −

M(1, 3)
∧

(r̄, q),
∧

(q̄, p) `
∧

(r̄, p) Barbara, Celarent
M(2, 1)

∨
(r̄, q),

∧
(p, q̄) `

∨
(r̄, p) −

M(2, 2)
∧

(r̄, q),
∨

(p, q̄) `
∨

(r̄, p) Festino,Baroco
M(2, 3)

∧
(r̄, q),

∧
(p, q̄) `

∧
(r̄, p) Cesare, Camestres

M(3, 1)
∨

(q, r̄),
∧

(q̄, p) `
∨

(r̄, p) Datisi, Ferison
M(3, 2)

∧
(q, r̄),

∨
(q̄, p) `

∨
(r̄, p) Disamis,Bocardo

M(3, 3)
∧

(q, r̄),
∧

(q̄, p) `
∧

(r̄, p) −
M(4, 1)

∨
(q, r̄),

∧
(p, q̄) `

∨
(r̄, p) Fresison

M(4, 2)
∧

(q, r̄),
∨

(p, q̄) `
∨

(r̄, p) Dimatis
M(4, 3)

∧
(q, r̄),

∧
(p, q̄) `

∧
(r̄, p) Calemes

When we allow negative sentences to occur as subsentences, both as
first clause and as second clause, it becomes less practical to maintain a
distinction between affirmative and negative sentences. Leaving aside the
augments, everything can be said using only affirmative sentences.

Still leaving aside the augments and the syllogistic moods that depend
on them (Darapti and Felapton), abandoning the negative sentence forms
cuts down the number of valid syllogisms. In first figure, Celarent and Fe-
rio become respectively Barbara and Darii, but with negative major subsen-
tences. Likewise in third figure, Bocardo and Ferison become Disamis and
Datisi but with negative major subsentences. This cuts down the number
of optimal assertoric forms from 12 to 8. Also it ceases to matter which sub-
sentences are affirmative and which are negative; the only thing we need to
know is whether two occurrences of the same subsentence are of the same
or different qualities. This abolishes the distinction between Cesare and
Camestres, and likewise the distinction between Festino and Baroco, both in
second figure.

But three new forms become available, because we can put negative
sentences as first clauses. The new forms are as follows:

(15.3.6)

First figure:
Whenever r then not q.
It can be the case, when q, that p.
Therefore it can be the case, when not r, that p.
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(15.3.7)

Second figure:
Whenever r then not q.
It can be the case, when p, that q.
Therefore it can be the case, when not r, that p.

(15.3.8)

Third figure:
Whenever q then r.
Whenever not q then p.
Therefore whenever not r then p.

The existing three optimal moods in fourth figure, Calemes, Dimatis and
Fresison, are not affected by allowing negative clauses. So we are left with
three distinct moods in each of the four figures. In each figure the moods
are distinguished as one with no existentially quantified premise, one with
the minor premise existentially quantified and one with the major premise
existentially quantified.

The new first figure mood appears at Qiyās 306.10. Ibn Sı̄nā proves
it by converting the minor premise, taking the syllogism to a third figure
syllogism

(15.3.9)
Whenever q then (not r).
It can be the case, when q, that p.
Therefore it can be the case, when (not r), that p.

which is Disamis with a negative clause.
The new second figure mood appears at Qiyās 316.14. Ibn Sı̄nā proves it

by switching the order of the premises and then converting the conclusion:
(15.3.10)

It can be the case, when p, that q.
Whenever r then not q.
Therefore it can be the case, when p, that not r.
Therefore it can be the case, when not r, that p.

The syllogism used here is Festino.
The new third figure mood appears at Qiyās 309.15. Curiously Ibn Sı̄nā

first proves (at Qiyās 309.10) a mood with existentially quantified conclu-
sion, that relies on the major premise being strict munfas. il. But then he
observes that we can get the new mood by taking the contrapositive of the
minor premise:
(15.3.11)

Whenever (not r) then (not q).
Whenever (not q) then p.
Therefore whenever (not r) then p.
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which is Barbara with two negative clauses.
These three arguments are entirely correct, and they are a novel solution

to a novel problem (though not a particularly demanding one).

The breakdown of the distinction between affirmative and negative sen-
tences is helpful to Ibn Sı̄nā in another context. In Qiyās viii.3 he gives an
account of proofs by reductio ad absurdum. We can summarise his account
as follows.

Suppose we are aiming to prove ‘Not every C is a B’. Then we assume
‘Not every C is a B’ is false, and we deduce a contradiction. He offers the
view that when we make this assumption, we enter an argument where
the sentences depending on this assumption should all be understood to
have ‘If it is false that not every C is a B’ as an antecedent, even when this
antecedent is silent. On this view, the argument proceeds with sentences
that are taken to be true absolutely, not subject to an assumption, because if
they are stated in full they incorporate the assumption. Thus we begin the
argument by stating ‘If not not every C is a B then every C is a B’ (Qiyās
408.13), and we finish it with a statement of the form ‘If not not every C is
a B then absurdity’, which entails ‘Not every C is a B’ by one final logical
step. To justify this view it has to be shown that if an inference step is valid,
then it remains valid if ‘If θ then . . . ’ is added to the conclusion and one of
the premises. Ibn Sı̄nā devotes Qiyās vii.4 to showing this in detail when
the inference step is an assertoric syllogism.

Now there is a snag. Suppose the statement ‘Not every C is a B’ is a
logical proof. Then ‘Not not every C is a B’ is an impossibility. Ibn Sı̄nā
treats ‘If p then q’ as a variant of ‘Whenever p then q’. But the affirmative
(a) sentence ‘Whenever p then q’ is false if there is no situation where p
is true, and in particular it is false if p is impossible. But it is not clear
that the view expressed in the previous paragraph achieves anything useful
if the sentences in the expanded version of the argument are not all true
absolutely.

Strictly ‘Not not every C is a B’ is a negated sentence, since it is the
negation of ‘Not every C is a B’. I don’t know of any place where Ibn Sı̄nā
discusses whether a doubly negated sentence counts as affirmative or neg-
ative. But if the presence of a negation at the beginning of ‘Not not every C
is a B” does count as nullifying the existential augment on the (a) sentence,
then the whole problem disappears at once. Ibn Sı̄nā never says that he is
following this route. But the complete absence of any explanation of how
he copes with the existential augment in reductio arguments suggests that
he has some rather straightforward and obvious way of handling it. I sug-
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gest that this cancellation of the existential augment in the case of negated
subsentences is the obvious candidate.

When reductio is used to prove an affirmative sentence, say ‘Every C is
a B’, then Ibn Sı̄nā’s view would have us adding an assumed antecedent
‘Not every C is a B’ to the relevant steps of the argument. This antecedent
is negative on any account. So it should certainly cancel the existential
augment if we are reading Ibn Sı̄nā’s procedures with muttas. il and munfas. il
sentences correctly.

15.4 Productivity and sterility

DEFINE DISTRIBUTED.

Theorem 15.4.1 Let T (C,A) be a finite graph-linear metathetic theory in L(Σ).
Then T (C,A) is productive if and only if the following hold:

(a) T contains at most one existential sentence.

(b) Every relation symbol occurring in two sentences of T is distributed in ex-
actly one of the sentences.

WHAT PRODUCTIVITY CONDITIONS DOES HE STATE?

15.5 Exercises

1.

(a) Translate (13.2), (13.4) and (13.5) into syllogisms using only the sen-
tence forms (a,me) and (i,me).

(b) Translate each of these metathetic syllogisms into meet-like sentences,
and convince yourself that the resulting syllogisms are all valid. Con-
firm also that none of these translations have the form of valid (non-
metathetic) meet-like syllogisms, and that in each case the premise-
pair fails to meet one of the productivity conditions for assertoric syl-
logisms.

(c) Find conversions that convert your meet-like translations of (13.4)
and (13.5) into valid meet-like syllogisms.

2.
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Part V

Global
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Chapter 16

Sequent rules

16.1 Application to reductio ad absurdum

16.2 The potential of Ibn Sı̄nā’s sequent rules

16.3 Exercises

1.
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Chapter 17

Decidability

17.1 Why are Ibn Sı̄nā’s logics decidable?

Suppose Σ is a finite signature, and L(Σ) is the first-order language with
signature Σ. A ‘logic’ that uses L(Σ) will normally have a set S of sentences
which is a subset (not necessary proper) of the set of sentences of L(Σ), and
an entailment relation ` between these sentences. We say that the logic is
decidable if the set of finite sequences of sentences of S

{(φ0, . . . , φn−1, χ) : φ0, . . . , φn−1 ` χ}

is a computable (i.e. a recursive set, meaning that there is an algorithm
which determines, for any finite sequence of symbols, whether or not it is
in the given set).

In this sense Aristotle’s assertoric logic, in any suitable signature, is de-
cidable. This is a consequence of the fact that the suitable signatures con-
sist of sets of 1-ary relation symbols, and if Σ is any such signature then
L(Σ) is decidable. However, all the better-defined logics introduced by Ibn
Sı̄nā, such as his core two-dimensional logic and his propositional logic at
level PL3, are decidable too. The two-dimensional logic needs 2-ary rela-
tion symbols. We know that first-order logic with 2-ary relation symbols is
undecidable, even in the limited form that Ibn Sı̄nā uses (see Theorem .2.2
below). So we might suspect that the 1-ary relation symbols of assertoric
logic are a red herring.

In fact all the logics of Ibn Sı̄nā that we have investigated so far in this
book are decidable by the following theorem.

Theorem 17.1.1 (Mortimer’s Theorem) Let Σ be a relational signature, L(Σ)
the first-order language with signature Σ (and with equality =). Let S be a set

297
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of sentences of L(Σ) closed under negation, such that every sentence of S uses at
most two variables (though each variable may occur any number of times). Then
every finite set of sentences of S that has a model has a finite model. Hence the set
of finite sequences of sentences of S

{(φ0, . . . , φn−1, χ) : φ0, . . . , φn−1 ` χ}

is computable.

I am not yet entirely convinced that Mortimer’s Theorem is the right
one to quote here, because the best general proof of the theorem (Börger et
al. [14] pp. 377–381) bears no clear relation to the distinctive features of Ibn
Sı̄nā’s languages. For example it would make more sense if it turned out
that all Ibn Sı̄nā’s decidable logics could be proved decidable because they
all have some property along the lines of the ‘guardedness’ of Andréka,
Németi and Van Benthem [6]. The remainder of this chapter is aimed at
finding a meaningful dividing line between decidable logics of the Ibn Sı̄nā
type and undecidable ones.

Ibn Sı̄nā’s modal and temporal logics are open-ended: he concentrates
on certain sentence forms, but he does mention others and he never draws
a firm line around the sentences that he is willing to consider. For example
he mentions two-dimensional sentences where the time quantification has
wide scope, and he mentions an interpretation of possibility that refers to
the future and hence to the linear ordering of time. Both of these examples
could lead to sentences that no longer obey Mortimer’s condition of being
expressible using only two variables.

For example he might find himself considering a two-dimensional sen-
tence along the lines

∀τ∃x(∃σBxσ → ¬Axτ)

Thus: For every time τ there is an object x such that if x is ever a B, then it
is not an A at time τ . The nested scopes of the variables make it impossible
to write this with just two variables. But do sentences of this kind, added
to Ibn Sı̄nā’s two-dimensional logic, ever lead to undecidability?

Or again he might assume, in some argument about future possibilities,
that time is linearly ordered. The axioms of linear ordering can’t be written
with just two variables, because there are first-order sentences about linear
orderings that have models but no finite ones. The transitivity axiom

∀ρ∀σ∀τ(ρ 6 σ ∧ σ 6 τ → ρ 6 τ)
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uses three variables. The theory of linear orderings is decidable (by Ehren-
feucht [26]), but could it lead to an undecidable logic in the present two-
dimensional context?

17.2 Undecidability on the horizon

17.3 Exercises

1.
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Appendix A

Assertoric moods by figure

The numbering of the first, second and third figure moods is standard. Ibn
Sı̄nā rejects the fourth figure and doesn’t number its moods; the numbering
below is taken from Mant.iq al-kabı̄r [83] attributed to Rāzı̄, pp. 162af.

Ibn Sı̄nā runs through these moods and their justifications in at least six
places:

• Muk
¯

tas.ar 49b9–53a6;

• Najāt 57.1–64.3;

• Qiyās ii.4, 108.12–119.8;

• Qiyās vi.1, 296.1–304.4 for meet-like (muttas. il) sentences (recombinant
propositional moods)

• Dānešnāmeh 67.5–80.2;

• Išārāt 142.10–153.9.

Sadly the relevant part of his earlier H. ikma al-cArūd. iyya is missing in the
one surviving manuscript.

We list for each non-perfect mood the justifications that Ibn Sı̄nā gives
for it. It is clear that the justifications given in Qiyās ii.4 for assertoric moods
and in Qiyās vi.1 for recombinant propositional moods are almost identical.
A comparison with Aristotle’s Prior Analytics i.4–6 will show that Ibn Sı̄nā
departs significantly from Aristotle in only one place, namely that he adds
an ecthetic justification for Baroco.

Figure 1 mood 1, Barbara
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(A.0.1)
(∀x(Cx→ Bx) ∧ ∃xCx)
(∀x(Bx→ Ax) ∧ ∃xBx)
` (∀x(Cx→ Ax) ∧ ∃xCx)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
25b37 49b13f 57.5 109.16 296.3 67.5 143.3

Figure 1 mood 2, Celarent

(A.0.2)
(∀x(Cx→ Bx) ∧ ∃xCx)
∀x(Bx→ ¬Ax)
` ∀x(Cx→ ¬Ax)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
25b40 49b14 57.8 110.1 296.5 68.3 143.5

Figure 1 mood 3, Darii

(A.0.3)
∃x(Cx ∧Bx)
(∀x(Bx→ Ax) ∧ ∃xBx)
` ∃x(Cx→ Ax)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
26a17 49b15 57.12 110.2 296.8 68.9 143.7

Figure 1 mood 4, Ferio

(A.0.4)
∃x(Cx ∧Bx)
∀x(Bx→ ¬Ax)
` (∃x(Cx→ ¬Ax) ∨ ¬∃xCx)
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Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
26a17 49b17 57.15 110.3 296.11 69.4 143.7

Figure 2 mood 1, Cesare

(A.0.5)
(∀x(Cx→ Bx) ∧ ∃xCx)
∀x(Ax→ ¬Bx)
` ∀x(Cx→ ¬Ax)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
27a5 51a5f 59.2 114.6 300.15 70.3 147.10

ε→ Celarent 27a6 51a6 59.3 114.6 300.16 70.5 147.11
κ2 → Ferio 27a14 51a7 59.5 114.8 300.17

Figure 2 mood 2, Camestres

(A.0.6)
∀x(Cx→ ¬Bx)
(∀x(Ax→ Bx) ∧ ∃xAx)
` ∀x(Cx→ ¬Ax)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
27a9 59.10 115.17 301.3 70.11 147.13

ε→ Calemes 27a13 59.11 115.17 301.3 71.1 147.14
κ→ Darii 27a14 116.2 301.5

Figure 2 mood 3, Festino

(A.0.7)
∃x(Cx ∧Bx)
∀x(Ax→ ¬Bx)
` (∃x(Cx ∧ ¬Ax) ∨ ¬∃xCx)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
27a32 60.3 116.4 301.9 71.6 148.3

ε→ Ferio 27a34 60.5 116.4 301.10 71.8
κ→ Celarent 60.5 116.5 301.10
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Figure 2 mood 4, Baroco

(A.0.8)
(∃x(Cx ∧ ¬Bx) ∨ ¬∃xCx)
(∀x(Ax→ Bx) ∧ ∃xAx)
` (∃x(Cx→ Ax) ∨ ¬∃xCx)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
27a36 60.7 116.8 301.11 72.3 148.5

κ→ Barbara 27a38 61.2 116.9 301.13 74.1 148.6
θ → B(1,2)→ B(1,1) 51b3 60.11 116.10 301.13 73.4 148.8ch

Figure 3 mood 1, Darapti

(A.0.9)
(∀x(Bx→ Cx) ∧ ∃xBx)
(∀x(Bx→ Ax) ∧ ∃xBx)
` ∃x(Cx ∧Ax)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
28a17 61.10 117.6 302.10 75.3 151.3

↓→ Darii 28a19 61.11 117.10 302.12 75.5 151.5
κ2 → Celaront 28a22 62.2(Celarent) 117.10 302.12

Aristotle 28a24 gives a proof by ecthesis.

Figure 3 mood 2, Felapton

(A.0.10)
(∀x(Bx→ Cx) ∧ ∃xBx)
∀x(Bx→ ¬Ax)
` (∃x(Cx ∧ ¬Ax) ∨ ¬∃xCx)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
28a26 62.3 117.15 302.15 75.9 153.7

↓→ Ferio 28a28 62.4 118.1 303.1 76.2
κ→ Camestros 28a29 62.4pres 118.1 303.1
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Figure 3 mood 3, Datisi

(A.0.11)
∃x(Bx ∧ Cx)
(∀x(Bx→ Ax) ∧ ∃xBx)
` ∃x(Cx ∧Ax)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
28b7 62.5 118.4 303.3 76.5 153.5

ι→ Darii 28b9 62.6(likeDrpt) 118.5 303.5 76.7
κ→ Ferio 62.6(likeDrpt) 118.4? 303.5

Aristotle 28b14 also refers to a proof by ecthesis.

Figure 3 mood 4, Disamis

(A.0.12)
(∀x(Bx→ Cx) ∧ ∃xBx)
∃x(Bx ∧Ax)
` ∃x(Cx ∧Ax)

Aristotle Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
28b11 52b5 62.7 118.7 303.6 76.10 151.7

ι→ Dimatis 28b13 52b5 62.8cmnt 118.9 303.7 77.2 151.8
κ2 → Celarent 28b14 52b6 63.2pres 118.11 303.8 −
ec→ B(1,2) 28b14 − 62.12f 118.7 − −

Najāt 62.13 refers to a proof by ecthesis for the non-convertible case; said it
will be given elsewhere, but where?

Figure 3 mood 5, Bocardo

(A.0.13)
(∀x(Bx→ Cx) ∧ ∃xBx)
(∃x(Bx ∧ ¬Ax) ∨ ¬∃xBx)
` (∃x(Cx ∧ ¬Ax) ∨ ¬∃xCx)
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Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
28b17 63.3 118.14 303.9 78.4 152.10

κ→ Baroco 28b19 119.3 303.11
κ2 → Barbara 63.9 78.8 152.13
θ → D(3,1) 28b20 63.6 119.1 303.11 78.4 152.15

Figure 3 mood 6, Ferison

(A.0.14)
∃x(Bx ∧ Cx)
∀x(Bx→ ¬Ax)
` (∃x(Cx ∧ ¬Ax) ∨ ∀x¬Cx)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
28b33 63.12 119.5 304.1 79.4 153.8

ι→ Ferio 28b34 63.13 119.5 304.1 79.6
κ→ Camestres 63.13pres 119.7 304.1

Figure 4 mood 1, Bamalip

(A.0.15)
(∀x(Bx→ Cx) ∧ ∃xBx)
(∀x(Ax→ Bx) ∧ ∃xAx)
` ∃x(Cx ∧Ax)

Figure 4 mood 2, Dimatis

(A.0.16)
(∀x(Bx→ Cx) ∧ ∃xBx)
∃x(Ax ∧Bx)
` ∃x(Cx ∧Ax)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
ε!→ Darii 62.9 118.9 303.8

Figure 4 mood 3, Calemes
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(A.0.17)
∀x(Bx→ ¬Cx)
(∀x(Ax→ Bx) ∧ ∃xAx)
` ∀x(Cx→ ¬Ax)

Aristotle Najāt Qiyās ii Qiyās vi DN Išārāt
116.1 301.5

ι!→ Celarent 59.12 116.1 301.5 147.14

Figure 4 mood 4, Fesapo

(A.0.18)
(∀x(Bx→ Cx) ∧ ∃xBx)
∀x(Ax→ ¬Bx)
` (∃x(Cx ∧ ¬Ax) ∨ ∀x¬Cx)

Figure 4 mood 5, Fresison

(A.0.19)
∃x(Bx ∧ Cx)
∀x(Ax→ ¬Bx)
` (∃x(Cx ∧ ¬Ax) ∨ ¬∃xCx)

Ibn Sı̄nā gives no proofs of invalidity for conclusions from productive
assertoric premise-pairs. For proofs of sterility in the assertoric case, he
relies on stating conditions of productivity and then suggesting reasons
why these conditions are necessary. These statements and arguments are
at the following references. The references in Išārāt should be taken with
a pinch of salt, because in that book Ibn Sı̄nā treats all predicative logics
simultaneously.

Muk
¯

tas.ar Najāt Qiyās ii Qiyās vi DN Išārāt
General 49b6–8 53.11–13 108.8f 295.10f 65.5–7 142.8
1st fig 49b11f, 57.4 109.8f 296.1 66.4–67.2 142.12–143.1

50a6–50b4 58.3–5
2nd fig 50b7f 58.8–10 111.10 299.10–12 69.10f 145.14–16
3rd fig 51b18f 61.7f 117.5 302.8 74.6–75.1 150.16f
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Appendix B

Metathetic moods by figure

We write M(m,n) for the mood in the m-th figure where the n-th sentence
is existential. In this notation the twelve valid moods are as follows. At the
right I list the assertoric moods that correspond.

Figure 1, first premise ∃; Darii, Ferio

∃τ(Rτ ∧Qτ)
∀τ(¬Qτ ∨ Pτ)
` ∃τ(Rτ ∧ Pτ)

Qiyās method
where how
where how

Figure 1, second premise ∃; new

∀τ(Rτ ∨Qτ)
∃τ(¬Qτ ∧ Pτ)
` ∃τ(Rτ ∧ Pτ)

Qiyās form verdict method
where whether how

Figure 1, conclusion ∀; Barbara
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∀τ(Rτ ∨Qτ), ∀τ(¬Qτ ∨ Pτ) ` ∀τ(Rτ ∨ Pτ)

Qiyās form verdict method
305.8 R−, Q+, P− Yes meet-like Barbara

where how

(B.0.1)

M(1, 1)
∨

(r̄, q),
∧

(q̄, p) `
∨

(r̄, p) Darii, Ferio
M(1, 2)

∧
(r̄, q),

∨
(q̄, p) `

∨
(r̄, p) −

M(1, 3)
∧

(r̄, q),
∧

(q̄, p) `
∧

(r̄, p) Barbara, Celarent
M(2, 1)

∨
(r̄, q),

∧
(p, q̄) `

∨
(r̄, p) −

M(2, 2)
∧

(r̄, q),
∨

(p, q̄) `
∨

(r̄, p) Festino,Baroco
M(2, 3)

∧
(r̄, q),

∧
(p, q̄) `

∧
(r̄, p) Cesare, Camestres

M(3, 1)
∨

(q, r̄),
∧

(q̄, p) `
∨

(r̄, p) Datisi, Ferison
M(3, 2)

∧
(q, r̄),

∨
(q̄, p) `

∨
(r̄, p) Disamis,Bocardo

M(3, 3)
∧

(q, r̄),
∧

(q̄, p) `
∧

(r̄, p) −
M(4, 1)

∨
(q, r̄),

∧
(p, q̄) `

∨
(r̄, p) Fresison

M(4, 2)
∧

(q, r̄),
∨

(p, q̄) `
∨

(r̄, p) Dimatis
M(4, 3)

∧
(q, r̄),

∧
(p, q̄) `

∧
(r̄, p) Calemes
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[28] Al-Fārābı̄, Kitāb al-H. urūf, ed. Mohsin Mahdi, Dar El-Machreq, Beirut
1990.

[29] Gottlob Frege, Begriffsschrift, Nebert, Halle 1879; trans. Stefan Bauer-
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[53] Ibn Sı̄nā, Al-Maqūlāt, ed. M. El-Khodeiri, G. C. Anawati et al., al-
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šart. ı̄, 246, 252
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